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The explicit determination of the matrices of the generators of the unitary groups, SU", is carried 
out and discussed in two alternative treatments: (a) by purely algebraic infinitesimal methods, and 
(b) by Young-pattern techniques employing the Schwinger-Bargmann boson operator methods. 
The implication of this result for a tableau calculus is discussed and a determination of the [x] X [1] 
Wigner coefficient for all SU" is indicated. 

INTRODUCTION 

IT is the purpose of the present series of papers to 
discuss the explicit constructive determinations 

of the representations of the semisimple Lie groups 
by an extention of the Racah-Wigner angular­
momentum calculus developed for the group SU2 • 

The emphasis throughout is intended to be physical 
and the work is motivated by problems in nuclear 
structure. 

The program to be followed has been laid out in 
detail by the work of Wignerl and Racah2 and 
consists of essentially three problems: (a) the deter­
mination of invariant operators ("Casimir invari­
ants") that uniquely specify the irreducible repre­
sentations, (b) the determination of sufficient 
"labeling operators" to uniquely specify the states 
of an irreducible representation, and (c) the de­
termination of Wigner coefficients by an explicit 
solution of the problem of simple reducibility.3 A 
discussion of these problems was given in I,4 and a 

* Supported ill part by the U. S. Army Research Office 
(Durham), and the National Science Foundation. 

1 E. P. Wigner, Am. J. Math. 63, 57 (1941); lecture 
notes, Princeton University, Princeton, New Jersey, 1955 
(unpublished). 

2 G. Racah, lecture notes, The Institute for Advanced 
Study, Princeton, New Jersey, 1951 (unpublished). 

3 W. T. Sharp, "Racah Algebra and the Contraction of 
Groups," CRT-935; AECL--1098, Atomic Energy of Canada 
Ltd., Chalk River, Ontario, 1960 (unpublished). 

• L. C. Biedenharn, J. Math. Phys. 4, 436 (1963), which 
will be referred to as I, throughout. 

solution for the general Casimir operator (I,,) on 
the unitary groups was constructed.5

-
7 We shall con­

tinue in the present paper to limit our attention to 
the unitary groups, and for these an explicit solution 
to the state-labeling problem has long been available: 
this is the famous Weyl branching formula8

•
9 for 

the unitary groups detailing the canonical subgroup 
decomposition SU" ~ U 1 X SU,,_I' The solution 
of these problems for the unitary groups contains, 
in principle, the solution for all semisimple Lie 
groups (by embedding), but more useful special 
results are available for the rotation and symplectic 
groups, as will be discussed subsequently. 

The first part of the present paper applies these 
results for the two "labeling problems" to a purely 
algebraic constructive determination of the matrices 
of the generators of the unitary groups. This pro­
gram is a direct elaboration of the classic researches 

6 The work of Bargmann and Moshinsky· also contains 
equivalent results for the SUa invariants. See also the work 
of Umezawa. 7 Note added in proof: It has recently come to 
our attention that the basic idea used in I was given earlier 
by M. Gell-Mann for SU 3 [M. Gell-Mann, California Insti­
tute of Technology Synchrotron Laboratory Rept. CTSL28-
1961 (unpublished) and Phys. Rev. 125, 1067 (1963)J. 

6 V. Bargmann and M. Moshinsky, Nucl. Phys. 23, 177 
(1961). 

7 M. Umezawa (to be published). 
8 The application of this resu1t9 to state labeling has been 

referred to in various papers by Wigner and Racah. 
9 H. Weyl, The Theory of Groups and Quantum M echanic8 

translated by H. P. Robertson (Methuen and Company 
Ltd., London, 1931), p. 390. 
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of Casimir/o van der Waerdenll and Racah.12 It 
was Casimir who first noted the possibility of a 
completely algebraic infinitesimal discussion of the 
rotation group, assuming nothing whatsoever beyond 
the generators and their commutators. The partly 
algebraic extension by van der Waerden and Casimir 
to arbitrary semisimple Lie groups was completely 
algebrized in principle by Racah. The actual elabo­
ration for the unitary group has never been carried 
out, and the present paper explicitly considers this 
problem in complete detail for SUa, obtaining the 
generator matrices,13 the range of quantum num­
bers,14 the dimension formula, etc. The techniques 
are entirely algebraic and patterned precisely ac­
cording to the paradigm familiar to physicists as 
the quantum theory of angular momentum. SUa 
is the typical group from this point of view and 
the extension to all unitary groups can then be 
sketched. 15 .IG 

The algebraic approach is quite rigorous, as is 
clearly shown by the angular-momentum paradigm, 
and the method furnishes a thorough familiarity 
with the properties of the group in question. Yet 
the algebraic method-aside from its intrinsic 
interest as an alternative methodology-suffers from 
an unavoidable cumbersomeness. To comprehend 
the structure of the unitary groups as a whole, 
there is no real alternative to the classic group­
theoretic (integral) methods of Weyl.17-22 These 
methods have attained a striking elegance by 

10 H. Casimir, Proc. Koninkl. Akad. Amsterdam 34, 844 
(1931 ). 

11 H. Casimir and B. L. van der Waerden, Math. Ann. 
111, 1 (1935). W. Pauli, "Continuous Groups in Quantum 
Mechanics," CERN 56-31, Geneva, 1956; in particular, p. 10. 

12 G. Racah, Rend. Atti Accad. Naz. LinceL 8, 108 (1950). 
13 K. T. Hecht, Bull. Am. Phys. Soc. 8, 57 (1963). Hecht 

has done explicit calculations of SU 3 matrices. Note added in 
proof: See also D. L. Pursey, Proc. Roy. Soc. (London) 
A27S, 284 (1963). 

14 See also the recent work of H. Goldberg, Trieste Con­
ference on Theoretical Physics (International Atomic Energy 
Agency, Vienna, 1963), p. 221. 

16 Most of the results of Part I were presented earlier in 
Lectures in Theoretical Physics, edited by Wesley E. Brittin, 
B. W. Downs, and Joanne Downs (Interscience Publishers, 
Inc., New York, 1963), Vol. V, and as noted in reference 16. 

16 L. C. Biedenharn, Phys. Letters 3, 69 (1962). 
17 Application of these methodsl8 to nuclear physics has 

been given by Yamanouchi,19 Jahn,20 Elliott,21 Flowers,22 
and of course Racah2 and Wigner} 

18 H. Weyl, The Classical Groups (Princeton University 
Press, Princeton, New Jersey, 1939); lecture notes, The 
Institute for Advanced Study, Princeton, New Jersey, 1934 
(unpublished). 

19 T. Yamanouchi, Proc. Phys. Math. Soc. Japan 18, 
623 (1936); 19, 436 (1937); 20, 547 (1938). 

20 H. A. Jahn, Proc. Roy. Soc. (London) A201, 516 (1950); 
A20S, 192 (1951). 

21 J. P. Elliott, Proc. Roy Soc. (London) A218, 345 (1953). 
U B. H. Flowers, Proc. Roy. Soc. (London) A210, 497 

(1952); A212, 248 (1952). 

Schwinger's23 application of boson operator tech­
niques in conjunction with Weyl's classic methods. 
Subsequent important developments of this boson 
operator calculus have been made by Bargmann,24 
Friedrichs,25 Moshinsky, 26 and Helmers,27 among 
others.28 

The second part of this paper explicitly obtains 
the matrices of the generators of the general unitary 
group by the group-theoretical methods of the 
Young tableaux and the Schwinger-Bargmann boson 
operator techniques. This part of the paper was 
initiated by Moshinsky who called our attention 
(subsequent to the work of part I) to the paper of 
Gelfand and Zetlin,29 wherein the generator matrices 
of the unitary groups had been 'explicitly deter­
mined. This paper is extremely brief (three pages) 
and does not appear to have been translated in 
either the usual Journal translations or the trans­
lations on group-theoretical subjects of the American 
Mathematical Society, or even referred to in the 
review articles on group theory by Gelfand himself.30 

Moreover, the results are presented without the 
slightest hint as to the methods employed and con­
tain not a single reference or citation of other work. 
In an effort to understand the meaning of this very 
impressive work, we were led to develop the proofs 
presented in part II. We have been able to rederive 
all of the results of this reference (correcting inci­
dentally a few errors). In doing so we have been led 
to a further development of the Young tableau as 
an operator calculus wherein matrix elements may 
be calculated directly from the Young patterns using 
the Nakayama concept of the 'hook length' of a 
Young-pattern node. The beginnings of such a 
tableau calculus are discussed in part II. 

We should like to acknowledge our indebtedness 
to the prior work of Gelfand and Zetlin, and hope 
that our proof of their results in terms of a tableau 
calculus will be of general interest, particularly as 

23 J. Schwinger, On Angular Momentum [Technical In­
formation Services, Oak Ridge, Tennessee (Rept. W-23091, 
No. NYO-3071), 1952). This classic paper is shortly to be 
reprinted in a volume devoted to angular momentum theory 
(to be published by Academic Press Inc., New York). 

24 V. Bargmann, Commun. Pure Appl. Math. 14, 198 
(1961). 

26 K. O. Friedrichs, Mathematical Aspects of the Quantum 
Theory of Fields (Interscience Publishers, Inc., New York, 
1953). 

26 M. Moshinsky, Nucl. Phys. 31, 384 (1962); Rev. Mod. 
Phys. 34, 813 (1962). 

27 K. Helmers, Nucl. Phys. 12,647 (1959); 23, 594 (1961). 
28 Recently Moshinsky has applied such methods to 

determining unitary bases for the irreducible representations 
of the general unitary group (preprint, May, 1963). 

29 1. M. Gelfand and M. L. Zetlin, Doklady Akad. N auk 
SSSR 71, 825 (1950). 

30 We should like to thank Louis Wright for translating 
this paper. 
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the Gelfand and Zetlin paper is relatively inacces­
sible. We should like to express our appreciation to 
Professor Moshinsky for his calling the Gelfand­
Zetlin paper to our attention. 

The real motivation underlying the present series 
of papers is the extension of the Racah-Wigner 
calculus to include a definition of "Wigner and Racah 
coefficients" on the unitary groups. From this point 
of view, the generator matrices are but special cases 
of the Wigner coefficients.31 A complete solution 
to the Wigner coefficient problem was sketched 
previously32 and involves as the essential addi­
tional concept the symmetric "vector coupling" co­
efficient defined in I. From this point of view, the 
present paper is ancillary to the main results to be 
presented systematically in a subsequent paper de­
voted to the Wigner coefficients. The results of 
part II already include, however, a complete de­
termination of the [X] X [1] Wigner coefficient 
for all SUn. 

I. CONSTRUCTION OF THE GENERATOR MATRICES 
BY PURELY ALGEBRAIC INFINITESIMAL 

TECHNIQUES 

A. The State-Labeling Problem and its Solution 
for SUn 

The irreducible representations of a semisimple 
Lie group are uniquely labeled by the highest 
weights that occur in the representation; this is the 
content of Cartan's second main theorem. 18 The 
rank of the group (l) is equal to the number of diag­
onal group generators Hi-and hence the number 
of components of the weight A. We have shown 
by construction in I that there exist for the SUn 
group 1 = n - 1 independent invariants 12 , ••• In; 
we conclude that the inequivalent irreducible repre­
sentations may be uniquely labeled by the eigen­
values of the In. Moreover (from the second main 
theorem), the state of highest weight is also unique, 
and hence labeled uniquely by the eigenvalues of 
the In also. 

The remaining states belonging to a given in­
equivalent, irreducible representation (labeled by the 
In eigenvalues) mayor may not be uniquely labeled 
by the weights. In order to give explicitly the 
matrices of the representation-or equivalently the 
matrices of the generators-it is necessary that each 
state belonging to a given representation must be 
labeled in one-to-one fashion. This is the "state-

31 It should be noted that the Wigner coefficients deter­
mined by Moshinsky,26 for SU 3 are not general enough to 
include the generator matrices as special cases. 

.. L. C. Biedenharn, Phys. Letters 3, 254 (1963). 

labeling problem" whose importance has been 
emphasized by Wignerl and by Racah,2 as dis­
cussed in 1. 

It is the purpose of the present section to detail 
an explicit solution to the state-labeling problem ap­
plicable to all SU" groups. While the intrinsic con­
tent of the present section cannot be claimed as 
completely new, such explicit results as we shall 
give do not appear to be in the literature. Such 
results would require repetition in any event in 
order to carry out our program of explicit con­
struction of the SU" representations. Let us note, 
however, that the solution of the state-labeling 
problem for SUn has been given earlier by Wigner 
in an unpublished manuscript. [The Racah lecture 
notes (reference 2) refer indirectly to this work.] 
In addition, the branching law of Weyl9 implicitly 
contains the solution here proposed. 

Let us examine first what the state-labeling prob­
lem entails. (This argument is that of reference 2.) 
The problem is to label uniquely the elements of a 
matrix of n2 

- 1 parameters. We have already 
1 = n - 1 invariant operators In which lead to 
n - 1 labels. Of the remaining (n2 

- 1) - (n - 1) = 
(n - 1)(n) labels, we know that the operators H, 
furnish 2 X (n - 1) labels; the factor 2 enters since 
the ijth matrix element has Hi labels for both the 
ith state and the jth state. Hence we still need 
![n(n - 1) - 2(n - 1)] = ![(n - 1)(n - 2)] 
independent operators, commuting with each other and 
with all the Hi, in order to label the states uniquely. 

For example, in SU2 there are three generators, 
one invariant operator (J2), and one Hi(J.). No 
further labeling operators are required, since 
![(n - 1)(n - 2)] vanishes for n = 2. This is the 
familiar angular-momentum example which is uni­
quely labeled by J2 and J z, as is well-known. 

Consider next the group SUa. Here there are 
eight generators, two invariants (12 = Casimir's 
invariant and 13 ), and two additive ("magnetic") 
operators HI and H 2 • We need H(n - 1)(n - 2)] = 1 
further operator to complete the labeling. If one 
examines the vector diagram of SU3 it is clear at 
once that Ea and E_ a both commute with H2 
(since a is perpendicular to the H2 axis). Moreover, 
E a and E _ a by themselves constitute the vector dia­
gram of SU2 • Thus, directly from the vector diagram, 
we may assert that the Casimir invariant for SU2 

(given here by !A2 == H~ + EaE-a + E_aEa) is 
a suitable operator to complete the designation of 
the states in SUa. (By construction A2 commutes 
with HI; by choice of Ea and E_ a, A2 commutes 
with H2 .) 
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This important result was found by Elliott. 
[Actually an explicit construction for just this case 
also appears in Weyl, (reference 18).] The two im­
portant papers in which Elliott discusses the SU3 

group constituted something of a "breakthrough" 
for nuclear physics. 

The general result for the SUn labeling problem is 
quite immediate, and more or less obvious now from 
what has been said. For the general SUn case, the 
labeling problem is solved by the canonical factoriza­
tion: SUn ~ UI X SUn-I' Here UI is the one­
parameter Abelian subgroup generated by a linear 
combination of the n - 1 H. operators; the SU"_I 
group is a subgroup of SUn. Each of the generators 
of the particular SUn- I subgroup must commute 
with the UI generator in order to define the direct 
product. (Note that it is this requirement that dis­
tinguishes among the many isomorphic SUn - I sub­
groups of SUn.) 

Before proving that this decomposition is always 
possible, let us see first if it is satisfactory. In 
effect, this labeling scheme assigns to every state 
vector of a representation of SUn the labeling 
\1

(1)I(I) ... 1(1)· 1(2) ••• 1(2). 1(3) ••• 1(3) • •••• 
2 3 11. ,2 11.-1 , 2 , 11.- 2, , 

I~,,-I); H~), that is: 1~1) are the eigenvalues of the In for 
SUn; 1~2) are the eigenvalues of SUn_I, ... , I~n-I) 
is the eigenvalue of SU2 ; while the H~ are the 
eigenvalues of the Hi of SUn. 

How many labels are involved? Aside from the 
3(n - 1) labels furnished by the Hi and In of SUn, 
there are L7:~ (i) = ![(n - 2)(n - 1)] labels 
furnished by the chain of subgroups SUi' This is 
precisely the required number of additional labels, 
and demonstrates (by induction) that if the chain 
is possible then it possesses at least one feature of 
the complete solution. 

To prove that it is always possible in SUn to 
find subgroups UI and SUn- I which commute, let 
us consider the defining n X n representation of SU", 
The canonical generators e(ii) and hi must be re­
placed by a slightly different set. First divide the 
e's into two sets: lesond and le(;;>,}, where 

e' (ii) = [0 ° 1 ' ° eUi) (n-I) 

with e{;j) (n-I) being the generators eij for SUn-I' 
Secondly, let the diagonal generators be: h" = 
diag (n - 1, -1, -1, , -1) and 

h'. = [~ ~/n-I)l' 
where h/,,-I) are the canonical hi for SUn-I' These 

diagonal generators, I hn, h'i) are n - 1, independent, 
traceless, commuting matrices. 

By construction, hn commutes with the set I h'. ) 
and the set Ie' (I j) ). Since hn is the generator of U 1, 

and since the {h'., e' (Ij)} are isomorphic to the 
generators of SUn-I, the possibility of obtaining a 
subgroup UI X SUn_I has been demonstrated, for 
the general representation of SU", Ie, h} ~ IE, H} . 

It would be of some interest to exhibit this subgroup in 
terms of the canonical generators of both SUn and SU,,_I; 
this can be carried out by means of the Racah-Wigner 
algebra (for SU2), but will not be given here. While the 
SUa case is straightforward (the SU2 group was already 
explicit in the canonical generators of SUa as could be seen 
from the vector diagram), the SU4 case shows that this 
decomposition expresses a symmetry property of the simplex 
that is the fundamental region of the group SU", In SU4, one 
sees that there exists a plane passing through the 3-dimen­
sional simplex (of cubo-octohedral symmetry) which contains 
six vectors of the SU4 group in precisely the form of the 
vector diagram of SUa. A diagram will convince one of the 
truth of this statement, although it is a bit complicated to 
reproduce here. 

Although we have demonstrated that the desired 
(canonical) decomposition SU" ~ UI X SU,,_l is 
always possible and has the proper number of labels, 
it is yet to be shown that this subgroup decomposi­
tion furnishes a unique and distinct set of labels 
for each and every state of a given representation 
of SUn. Before completing the proof, let us note 
that there are two ways in which one may proceed, 
depending on the purpose behind the demonstra­
tion. If it is desired simply to prove the uniqueness 
of the labeling furnished by the canonical decompo­
sition, one may presuppose the full machinery of 
group theory, including the many results of Weyl 
and Cartan. The demonstration is quite easy in this 
case, for we know that a finite basis exists for every 
irreducible representation (corollary to Peter-Weyl 
theorem), and the invariant operators for the SU,,-I 
subgroup, as well as the operator Hi for the U I 

subgroup, then possess eigenstates that are orthog­
onal for distinct sets of eigenvalues. By simply 
counting the number of such orthogonal states, one 
may then show that the number of such states 
agrees with the Weyl dimension formula, and hence 
the theorem is demonstrated. 

Such a proof, however, is not really consonant 
with our underlying purpose, for we wish to obtain 
all results as a direct consequence of purely in­
finitesimal considerations-including even the fact 
that the irreducible representations are all finite­
dimensional. The invariance of the operators In has 
been demonstrated in I by infinitesimal means, and 
the subgroup decomposition SUn ~ UI X SUn_I, 
similarly used such concepts only. To complete our 
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demonstration we propose to show, by construction, 
that these two results suffice to determine the 
matrices of the generators of all irreducible repre­
sentations. In so doing, the fact that the canonical 
decomposition SUn :J U\ X SUn- 1 provides a and 
unique labeling will be obtained as a corollary. It is 

(lb) 

(lc) 

(ld) 

(Ie) 

to this task that we ne:xl, turn. 

B. The Unimodular Unitary Group SUa as a Model 

In the previous sections, we have detailed a solu­
tion to the two ancillary steps required for a con­
structive treatment of the inequivalent irreducible 
representations of the unimodular unitary groups 
patterned precisely after Casimir's treatment of SU2 • 

The group SUa is the logical next step to discuss 
by the Racah-Wigner techniques of SU2 , and we 
shall treat SUa as the prototype for the general 
case of SUn. This is very reasonable since SUa does, 
in fact, exhibit properties typical of the general case, 
unlike SU2 which is highly special. 

The SU3 group is of considerable interest for 
physics. The three-dimensional isotropic harmonic 
oscillator has SUa as its symmetry group, for 
example.aa Since harmonic-oscillator wavefunctions 
are a customary set of basis functions for perturba­
tion treatments of nuclear structure, the explicit 
connection (in three dimensions) with SUa is a 
valuable tool-this was the starting point of Elliott's 
work.3

{ More recently, the elementary-particle 
theorists have speculated on the possibility that 
SUa is of fundamental significance in classifying the 
elementary-particle plethora. Hopefully, therefore, 
the present discussion of SUa may be valuable for 
more than the calculational aspects which moti­
vated the work originally. 

C. The Structure Constants and Symmetric 
Coupling Coefficients 

The defining representation of SUa is the 3 X 3 
representation whose generators are 

h, ~ (1/2V3) r ~ J (la) 

83 J. M. Jauch and E. L. Hill, Phys. Rev. 57, 641 (1940); 
G. A. Baker, ibid. 30, 1119 (1956); H. V. McIntosh, Am. J. 
Phys. 27, 620 (1959); H. A. Buchdahl, ibid. 30, 829 (1962); 
P. H. E. Meijer and T. Tanaka, ibid. 31, 161 (1963); E. 
Merzbacher, ibid. 31, 549 (1963). 

84 J. P. Elliott, Proc. Roy. Soc. (London) A245, 128, 562 
(1958). 

efJ = e(l2)' 6-!, 

e - e '6-! p - (2a) • 

together with their "negatives", 

e_ a = e(31)'6-!, ... 

The commutators of these XA lead to the root 
vectors 

- -
~ -~ ~ -[,J 

• (2) 
1 1 -1 .! -t t -t X 3-1 2 

2 0 0 tVa -tVa -tVa tVa 

and to the familiar vector diagram of SUa. The 
only remaining structure constant to determine is: 
(j:Jpa) = 6-1; all others may be obtained from the 
ones give here and above, using g,!B = 84 -B and 
the fact that (ABC) is totally antisymmetric. 

The symmetric coupling coefficients are the anti­
commutators, and these are determined to be 

f1'i'Y] 

±{3 ±p 

o tVa -tVa X! 
(3) 

2 -t -t 
(This might be used to define vectors also; note 

that then these new vectors would be perpendicular 
to the old ones.) 

fijkJ: 

[112] = !; [222] = -.!. 3, (4) 

all other [ijkJ not equivalent to these are zero. 
(Note that [ABC] is completely symmetric.) 

The remaining independent [ABC] to be defined 
is [{3Pa] = 6- l . 

D. The Invariant Operators for SU3 and the 
Labeling Operator 

It follows from the general discussion of the in­
variants, that the two invariants for SUa are ex-
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plicitly: 

12 = L XAX- A = Hl2 + H22 + EaE-a 
A 

+ E_"Ea + E,JE_p + E_,JEp + EiE-p + E_iEp, (5) 

and 

13 == L [ABCJXAXBXc = L [ijkJHiH;Hk 
ABC i;k 

+ 3 L ria - aJHiE"E_" + L: [aP'YJE"E,JE"(. (6) 
ia apy~O 

(N ote that this latter form uses the fact that 
L. (ia")[ia"] = 0, i.e., the "perpendicularity" 
mentioned above.) 

It is useful to write 13 in terms of subsidiary 
operators (to be defined below), and the complete 
form for 13 which results upon substituting for 
[ABC] is not readily interpretable otherwise. The 
specific form for the H's alone, however, is of con­
siderable interest. This is 

L: [ijkJHiH;Hk = tH2(3H1
2 - H2

2). (7) 
tik 

Let us next introduce the labeling operator de­
fined by the Casimir invariant of the SU2 subgroup 
generated by E a , E_ a , and HI. This is the operator: 
A2 = 3(EaE_" + E_aEa + H~), where the normali­
zation is chosen to make A2 --t X(X + 1) with X 
integral or half-integral. 

The remaining operators H 2, E .. p, E .. p may be 
classified by their transformation properties under 
this SU2 subgroup. As indicated previously-in the 
discussion of the symmetry groups of the SU3 

vector diagram-the operator H2 is a scalar under 
this SU2 , while E .. p and E .. ~ constitute a bispinor. 
Explicitly, one finds that: 

(a) Ep behaves as the T = t component of the 
tensor operator TiT, 

(b) E_p behaves as the T = -! component of TiT, 
(c) Ep behaves as the T = ! component of the 

tensor operator TiT, 
(d) E_p behaves as the T = -! component of TiT. 
Since, however, Ep and E_p are Hermitian con­

jugates (and similarly for Ep, E_p), we see that TiT 
and TiT are Hermitian adjoint operators. We choose 
the appropriate phase convention for time-reversal, 
and define 

S = ~ Ci i 0 T 11' -T 
- L..; T-T i t 

T 

= 2-1 L: (- )i-TTiTTI-T 
T 

= 2-1 L: TiT(Tt
T) t 

= 2- i (E,JE_p + E_pEp). (9) 

(Note the convenience of the phase choice, which 
removes the usual minus sign of the antisymmetric 
spinor combination. Note also that an order has 
been specified in defining these operators.) 

For the vector operator V, one has the result 

V« == L C~ ~ ! TiT TiT 
T,T 

L C~ ~ !.(-)!+T.T1T(Ti-T)t 
'T,if 

q = 1, 

q = 0, 

q = -1. 

(10) 

From this definition one sees that the vector 
operator V obeys the rule (V«) t = (- )«V-«, similar 
to the spherical harmonics. S, of course, is a Hermi­
tian scalar. 

The invariant operator 13 can now be given in a 
more useful form: 

13 = IH2(H/ - 1) - !H2I2 

+ IA2(3H2 - 1) + V2A· V. (11) 

Similarly, the Casimir invariant for SU3 takes 
the form 

12 = tA2 + 2V2S + H 2(H2 - 1). (12) 

[It is worth remarking that these results for 12 
and 13 are not explicitly dependent on HI (all HI 
dependence is absorbed in the HI invariant opera­
tors A2 and A· V.) This will be seen to be an ex­
pression of the fact that the SU3 Wigner coefficients 
factor into an SU2 Wigner coefficient multiplied by 
an MI independent partl5 (Wigner-Eckart theorem). 
This factorization, however, will prove to be a general 
decomposition property of the complete chain of SU" 
W igner coefficients. J 

E. The Matrices of the Generators 

The matrices of the generators E a, E_ a , HI, and H2 
(8) can be accomplished readily. HI and H2 are diagonal 

which agrees with the E operators, up to a phase. so that one has [the (diagonal) 12, 13 designation is 
Using the bispinor operator Th one can now con- omitted for brevity] 

struct two bilinear Hermitian operators, S (scalar) (X'p.'m' I v'6E" I Xp.m) 
and V (vector), employing the Wigner coefficients. 
Thus for the scalar operator one finds 
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(A'p,'m' I v'6E_ a I Ap,m) 

= o~' 0:::' 0:~1 v' (A + p,)(A - p. + 1). 

evaluated from Eqs. (15') and (16'): 

(13b) (A m IITII A - ! m - !) 

The evaluation of the E*~, E.~ is more difficult, 
and for this purpose consider the bispinor operator 
Ti. The matrix elements of this operator are 

(X'p,'m' ITiTI Xp.m) = (X'm' IITII Am)e~ ~ ;:, (14) 

where the reduced matrix element (X'm' IITII Xm) 
vanishes unless m' = m + !, as required by the 
commutation rules. 

In order to determine the required two reduced 
matrix elements, one uses the two invariants 12 
and la, expressed in terms of diagonal operators 
and the bilinear operators Sand V. That is: 

2V2S = II - tA2 - H 2(H2 - 1) 

= 2 L T,T(TiT)t, (15) 
T 

and 

V2A. V = Ia - IH2(H2
2 

- 1) 

- lA2(3H2 - 1) - !H212 

= V2 L ct !-!( -1)'-'· A_aT,'(Tf'-a/. (16) 
'.a 

Taking matrix elements of these two equations, 
one finds that only the diagonal matrix element is 
nonzero. For the scalar operator one finds 

2 L I(Xp.m IT,TI X'p.'m')1 2 

1',>"',p.',m' 

= 2 L /(Xm IITII X'm - !)/2 
~,-~ .. , 

= 12 - tX(X + 1) - m(m - 1). 

for the vector operator, the result is 

(15') 

- 17.2'(' + 1) " ( )'-T e' i 1 eX 1 X eX' i X V ~I\ 1\ L...J - 1" q-" I'+Q-q p.' T 1'+0: 
T.Q ,A' ,jj' 

x e;: ~_~" I(Xm IITII X'm _ !)1 2 

= Ia - lm(m2 
- 1) 

(16') 

The sum in Eq. (16') is readily evaluated by the 
Racah-Wigner techniques and leads to the result 

x W(AlX'!; X!) 'I(X m liT II x' m _ !) 12 

= {(X + 1) I(X m IITII X - ! m - !W 

- X I(X m IITII X + ! m - !)1 2
}. (16") 

The two reduced matrix elements are now easily 

= [6(2X + 1)]-" [6Ia + 312(X + m) 

- (X + 1 + m)(A + m - l)(X + m)]i, (17a) 

(A m IITII A + ! m - t) 

= [6(2X + 1)]-1. [-6Ia + 3IiX + 1 - m) 

- (X + 2 - m)(X + 1 - m)(X - m)]t. (17b) 

In our above expressions for the reduced matrix 
elements, let us make the substitutions for 12 and 13: 

12 = i(P2 + q2 - pq + 3p), (18) 

13 = 2- 1 ·3-'(p - 2q)(2p + 3 - q)(P + q + 3). (19) 

Thus, with no loss of generality, we have changed 
our two unknown quantities to the two variables 
p and q. The advantage of our new form for the 
unknown quantities 12 and 13 is that one may now 
completely factor the reduced matrix elements into 
the forms 

(A + ! m + ! IITII X m) 

= fs-{ [p - 2q + 3X + 3m + 3] 

X [p + q + 31. + 3m + 6] 

·[2p - q - 31. - 3m]}"[A + 1r', 
(X - !m + ! IITII Xm) 

= -h{[-p + 2q + 3X - 3m] 

X [p + q - 3X + 3m + 3] 

(20a) 

• [2p - q + 3X - 3m + 3]}i. [Ar'. (20b) 

For the Hermitian adjoint operators one has 

(A - !m - ! IIPII Xm) 

= -h{[P - 2q + 31. + 3m] 

X [p + q + 3X + 3m + 3] 

(X + !m - ! IIPII Xm) 

= --hi [-p + 2q + 31. - 3m + 3] 

X [P + q - 31. + 3m] 

(21a) 

(21b) 

F. The Range of the Labeling Quantum Numbers 

Let us recall now the familiar example of angular 
momentum, i.e., the group SU2 • At a similar stage 
in the analysis we would have found that 



                                                                                                                                    

1456 G. E. BAIRD AND L. C. BIEDENHARN 

12 == j(j + 1), 

<i'm' IHII jm) = 8t 8m m' m, 
and 

(22a) 

(22b) 

(j'm' IJ.I jm) 

= 8t 8m~·1 [(j T m)(j ± m + 1)]!. (22c) 

At this stage, j and m are simply variables whose 
properties are yet to be determined. From the 
commutation relations and the fact that J _J + 

and J +J _ are each positive definite, one next 
proved that (j - m)(j + m + 1) ~ 0, and 
(j + m)(j - m + 1) ~ o. This in tum implied 
four boundary points [m = ±jl ± (j + 1)] whose 
interior region then implied that 2j = positive 
integer and j > m > -j. 

An analogous argument carries over to all SUn 
groups. In particular, for SUa, we may now de­
termine the range at the labeling quantum numbers 
A m IJ. from the vanishing of the matrix elements 
f~r fixed [p, q]. The labeling quantum-number 
space for SUa is, however, now three-dimensional, 
and bounded by planes, in contrast to the SU2 case 
which was one-dimensional and bounded by the 
two points J. = ±J. This rapid increase in di­
mensionality is a general property; for SUn, the 
space of the labeling quantum numbers (i.e., all but 
[p, q, ... ]) is ![n(n - 1)]-dimensional. 

The quantum number IJ. is limited (by the SU2 

group) to the range A ~ IJ. ~ A. 
Consider now the quantum numbers A and m. 

The operators E.{J and E.p shift the values of A 
by ±~, and the values of m by ±~. (The operators 
E.{J, E. p also shift the values of IJ., but this need 
not be considered explicitly, since the region of IJ. 

is bounded by ±A.) The reduced matrix elements 
for T allow one to introduce four "shift operators": 
S(± ±) =? A ~ A ± ~; m ~ m ± ~. 

N ~w let us consider operating on an arbitrary 
state with E{J. If we consider the case where E{J raises 
both A and m then its matrix element will be the , . . 
first of the above four matnx elements, that IS, 

the matrix element belonging to S( + +). Since 
this matrix element must be positive definite, our 
"raising" operation must terminate in order that 
we shall not get an imaginary result for our matrix 
element. Thus by setting the three factors in the 
matrix element each separately equal to zero, we 
find three constraints giving three boundary lines. 
From each of the three remaining matrix elements, 
i.e. the three shift operators B( + -), B( - +), , . 
and S( - -), we arrive at three further constramts 
for each operator. The intersections of these twelve 

boundary lines yields an interior region bounded 
by the parallelogram whose vertices are the four 
points whose (A, m) values are 

(a) (W, i(P - 2q», 

(b) (!q, -i(2p - q), 

(c) (!(P - q), i(P + q), 

(d) (0, l(2q - p». 
In determining the interior region, we necessarily 

had to take p and q to be positive integers with 
p ~ q. 

The point (a) is the only point from which we 
cannot move except by simultaneously lowering both 
indices (A and m). We shall call the state repre­
sented by this point the maximum state (with re­
spect to A and m). We may now determine the p 
and q values from this maximum state (exactly as 
one detennines j from the maximum m value for 
SU2 ). That is, 

p = 2Amax, 

q = Amax - 3ma • 

(23a) 

(23b) 

(Note that ma does not denote the maximum m 
value, but rather the m value of the maximum state, 
hence our notation; however, Aa = Amax.) 

To complete the designation of the maximum 
state, one reintroduces the quantum number IJ. and 
sets lJ.a = Amax. Finally-just as in the angular-mo­
mentum paradigm-we designate the representation 
by the p, q values of the maximum state, and hence­
forth refer to the representation by [p, q] in place 
of 12 and Ia. The integers p and q are precisely the 
Young symmetry pattern designation. 

There is a simple construction to detennine the 
allowed (A, m) values for a representation labeled 
by [p, q]. The idea is to exploit the fact that A = 0 
is always a boundary point; this suggests that the 
parallelogram be plotted as a rectangle with A = 0 
being its lower right-hand vertex. One then gets the 
array of possible A values: 

~p !(P - 1) !q 

Hp - 1) ~(P - 2) Hq - 1) 

!(p - q + 1) !(P - q) !. 
2 

!(P - q) !(P - q - 1) O. 

The lines of equal m value are now 45°, linking A 
states that differ by integers. 

In this form, the results we have obtained (from 
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the matrices of the generators) appear as a special 
case of Weyl's general "branching theorem"g for 
SUn. One advantage of the present detailed treat­
ment is that it assigns the proper (A, m) values 
to this array, and thus leads to a unique description 
of the state vectors. 

G. The Number of States Belonging to [pq] 

For SU2, the calculation of the number of states 
belonging to the label [p] was quite direct-being 
simply the number of points (separated by unit dis­
tance) lying within the boundaries -tp ~ Jz ~ tp. 
The calculation for SUa is similar in principle; we 
need only find the number of points within, and on, 
the boundary of a three-dimensional region in (AfJ.m) 
space. 

It is easier to proceed from the (p - q + 1) X 
(q + 1) array given in Sec. LF, above. For every 
value of A in this array there are 2A + 1 states. If 
we sum the number of states belonging to the rth 
row of this array one finds that the rth row contains 
(p - q + I)[r + t(p - q)] states. 

Summing next over the number of rows (r = 1, 
2, ... q + 1), one then finds that the total number of 
states belonging to [pq] is t[(p-q+I)(p+2)(q+I)]. 
This is the dimension of the representation [pq] , 
and, once again, is but a special case of the general 
dimension formula for SUn given by Weyl.35 

H. Some Properties of the Invariants 

Although not directly relevant to the present dis­
cussion, it is useful nonetheless to discuss some 
properties of the invariant operators here. 

The invariants 12 and Ia have been evaluated in 
terms of usual labels [pq] for the irreducible repre­
sentations. Let us consider, however, the invariants 
in terms of the magnetic quantum numbers of the 
maximum state, i.e., the highest weight (MI, M2)' 
For this one has 

12 ~ MI2 + M22 + (2/Va)MI, 

Ia ~ tM2[CV'3MI + 1)2 - M22]. 

(24a) 

(24b) 

Consider next only those terms in the operators 
12 and Ia which involve the Hi alone. That is, 

(25a) 

Ka == .L: [ijk]HiH;Hk' (25b) 
iik 

These terms are easily evaluated: 

K2 = H/ + H22 ~ MI2 + M 2
2

, (26a) 

Ka = tH2(3H1
2 - H22) ~ tM2(3M1

2 - M 2
2). (26b) 

36 Reference 9, p. 381. 

Comparing these expressions with the eigenvalues of 
12 and Ia (given above), one sees that the two expres­
sions differ only by the substitution Ml ~ Ml + 
1/ Va, aside from an additive constant. Expressing 
this more precisely, one may assert: the eigenvalues of 
I" may be obtained from the eigenvalues of K" (oper­
ating on the state vector of highest weight) by the re­
placement of MI ~ MI + 1/ Va, M2 ~ M2 in the 
expression Kn(MI' M 2) - Kn(I/ Va, 0). 

In other words, the evaluation of the invariants In 
may be inferred from the form of the terms in I" in­
volving the Hi alone. Using Weyl's determination of 
the characters of the SUn group, Racah has asserted 
that the result we have just demonstrated for SUa 
is true in general. If we denote the highest weight 
by the vector M, and denote by R the vector whose 
components are 

(27) 

then the general result is 

I,.(M) = Kn(M + R) - Kn(R), (28) 

where I,,(M) is the nth invariant expressed as a 
function of the highest weight M, and Kn(A) is 
that part of the nth invariant involving the Hi 
only, with Hi ~ Ai' Using the explicit form for the 
invariant operators In, a purely infinitesimal proof 
of this theorem is now possible. 

This remarkable result is very helpful in checking 
the evaluation of the invariant operators. 

I. Generalization of the Method to any SUn 

Let us summarize what has been accomplished 
in the preceding discussion of SUa. By means of 
purely infinitesimal techniques we have determined 
that there exist finite-dimensional unitary repre­
sentations of the SUa group labeled by two integers 
p, q. These representations are defined on basis 
functions !pq; AfJ.m), which form an orthonormal 
basis uniquely labeled by the five quantum numbers: 
p, q for the representations; A = labeling group; 
and fJ.I, m2 magnetic quantum numbers. The repre­
sentations themselves are to be defined explicitly 
in the form 

DiP") (al .. , as) = exp L: iaAX~l' , 
A 

(29) 

where the generators X A have the explicit matrix 
form given in Eqs. (13), (14), (20), and (21). (Al­
though this form is indeed explicit, it nonetheless 
requires much further discussion, which· will be 
given subsequently.) 

The fact that the labeling furnished by the 
canonical subgroup decomposition uniquely speci-
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fies every state of a given irreducible representation 
is thus obtained as a corollary to the detennination 
of the matrices of the generators, as mentioned 
earlier in Sec. LA. 

Let us now discuss the generalization of these 
results to all SUn. We shall presuppose that SU .. - I 

has already been treated, and moreover that the 
Wigner coefficient for combining the fundamental 
representation and its conjugate are known for 
SUn_I' [There is no difficulty in defining this (vector) 
Wigner coefficient in the general case, since it is in 
fact no more than an appropriate piece of the sym­
metric coupling coefficient of SU,,; the scalar Wigner 
coefficient is obvious.] 

The generators of SU" break up under the sub­
group decomposition SU" ~ UI X SU .. - I into 
four operator types: 

Ca) the generators of SU"_I [n(n - 2) in number], 
(b) the generator H", 
(c) the generators that transfonn like the funda­

mental representation of SU,,-I (n - 1 in 
number), 

(d) the generators that transform like the con­
jugate to the fundamental representation of 
SU,,_1 (n - 1 in number). 

[In the SUa example, (Ep, E_~) belonged to (c); 
E_p, E~ belonged to (d); together these fonned a 
bispinor under SU2 .] 

We combine the generators in (c) with those in Cd), 
via the Wigner coefficient of SUn_I, to fonn two 
bilinear operators: a scalar S, and a "vector" V 
which has components V A in SUn-I' The invariants 
12 ... In may now be expressed in tenns of the in­
variants of SUn- 1 and the two bilinear operators 
Sand {V A}' It is essential to note at this point 
that there are exactly n - 1 linearly independent 
equations expressing the matrix elements of the bi­
linear operators Sand { V A}; in particular-as 
explicitly seen for the SUa example-this matrix 
element has n - 1 independent components that 
are obtained by taking a single square root of an 
nth-order polynomial. 

Just as for the SU2 and SUa examples, the bound­
ing hyperplanes result from setting the reduced 
matrix elements corresponding to the 2(n - 1) 
shift operators to zero. This results in 2(n - 1) 
hyperplanes in all, each occurring n times (corre­
sponding to a nth-order polynomial). The interior 
region bounded by 2(n - 1) hyperplanes then de­
termines the range of the new labeling quantum 
numbers of the reduced matrix elements. 

In this way one establishes in a direct (but 
laborious!) manner that the invariants In and the 

canonical labeling scheme above serve to uniquely 
label both irreducible representations, and every 
state belonging to a given irreducible representation. 

The generalization which we have sketched for 
all SUfl is but an explicit carrying out of a program 
initiated by Casimir and Van der Waerden (for SU2) 

and extended by Racah to all semisimple Lie groups. 

U. EXPLICIT DETERMINATION OF THE MATRICES 
OF THE GENERATORS FOR ALL Un USING YOUNG 
TABLEAUX AND BOSON OPERATOR TECHNIQUES 

A. Introductory Survey 

We have in part I of this paper shown in detail 
how a purely algebraic technique using only the 
infinitesimal generators and their commutators can 
be utilized to determine explicitly the matrices of the 
generators of the unitary groups. The essential ideas 
in this procedure were two: (a) the invariant oper­
ators In; (b) the Weyl subgroup decomposition 
SU" ~ U1 X SU,,_l for the labeling operators. To 
be sure, only the SUa case was really carried out in 
detail, and the generalization to all SUn was merely 
sketched. It is clear that such a general procedure 
could be carried through, and thus provide a con­
structive proof of the sufficiency of the purely 
algebraic infinitesimal approach. 

In point of fact, as the preceding work illustrates, 
such a procedure would be almost intolerably tedious 
and cumbersome. Although there is considerable 
interest, and merit, in many of the intennediate 
results of the algebraic approach for the actual de­
termination of the matrices of the generators, and 
of the irreducible unitary bases connected with the 
representations, there are enonnous advantages in 
the classical approach based upon integral pro­
cedures (even though this basis may be only im­
plicit). The advantages of the algebraic approach, 
which are by no means lacking, are most apparent 
only in the construction of general invariants on 
the group ("Racah coefficients", etc.), and in similar 
problems where explicit reference to the basis states 
is not required. Similarly, algebraic methods are 
essential in extending the definition of the functions 
defined by the group to admit noninteger parameters. 

Accordingly, we shall briefly sketch the current 
status of these alternative methods, and apply such 
methods to an explicit detennination of the matrices 
of the generators of the general unitary group. 

B. The Gelfand and Weyt Basis Vectors 

Let us begin by noting that there is no sharp 
separation in the literature between the infinitesimal 
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and integral approaches; the classic researches of 
Schur, Cartan, and Weyl36 employed both techniques 
where expedient. Perhaps the sharpest distinction 
between our purely algebraic-constructive approach 
and the classic methods lies in the application of 
the theory of the symmetric group to determining 
the structure of the unitary groups. Let us sketch 
the basis for this connection. 

The fundamental (defining) representation of the 
unitary group, Un, has as its carrier space the n­
dimensional vector space A. The direct-product 
space of p such spaces, A (1) X A ... X A (p) = B, 
is the carrier space of the pth-rank tensors. Weyl 
noted that transformation induced by the opera­
tions of Un commuted with transformations per­
muting the p vector spaces among themselves (the 
transformations induced by the operations of Sp). 
The transformations of this latter group are, how­
ever, completely described by the Young symmetry 
patterns defined by the partitions [X] of p, each 
pattern uniquely denoting an irreducible subspace 
of B. Each Young tableau (the Young pattern filled 
lexically with the integers denoting the p vector 
spaces) defines an operator, the Young symmetrizer, 
which projects the direct product space into the 
invariant subspace defined by the Young tableau. 

This subject is completely standard,37 and has 
received a classic and beautifully lucid treatment 
in the Princeton lectures by Weyl.lS To fix the 
notation, consider the irreducible representation of 
the group Undefined by the Young pattern [X] = 

(Xl ~ X2 ~ ... Xo ~ 0), Lr X, = p. The bases for 
this representation are the pth-rank tensors whose 
components are Ti''''i. where i; runs over 1 to n. 
The Young symmetrizer Y[~J is the operator 
associated with the Young tableau, 

i 1i 2 ••• i~" I 
i A, + 1 '" i A., I 

and is the sum of products of the operators denoting 
permutations of the rows (denoted P;) multiplied 
by the operators of the permutations of the columns, 

38 Weyl's The Classical Groups, reference 18, is the classic 
exposition of the subject. 

37 D. E. Littlewood, The Theory of Group Characters 
(Oxford University Press, Oxford, England, 1950); J. S. 
Lomont, Application of Finite Groups (Academic Press Inc., 
New York, 1959); G. de B. Robinson, Representation Theory 
of the Symmetric Group (The University of Toronto Press, 
Toronto, 1961); M. Hammermesh, Group Theory and Its 
Application to Physical Problems (Addison-Wesley Publishing 
Company, Inc., Reading, Massachusetts, 1962). 

with the sign + for positive and for negative 
permutations (denoted by N j ). 

Thus Y[~J = Li,j NiP,. The order NP is es­
sential (PN would be equally valid but is distinct), 

The basis vectors of the irreducible representation 
[X] of Un are determined in a one-to-one corre­
spondence with the lexical Young tableau (with 
repetitions) in which the indices i; of the Young 
symmetrizer tableau have been assigned numerical 
values (1 to n). The highest weight associated with 
the irreducible representation [X] is simply [X] itself. 
The weight associated with each basis vector is [Wi] 

where Wi is the number of indices with component i 
in the lexical Young tableau denoting the state. 
WeyI's methods provide a beautifully compact and 
elegant determination of the representations. 

A maj or extension of W eyl' s methods was initiated 
by Schwinger,23 and considerably developed by 
Friedrichs,25 Bargmann,24 Moshinsky/6 and Hel­
mers,27 among others, who noted that the p vectors 
of the carrier space B may be mapped onto the boson 
creation operators, A; ~ a;*, where the superscript 
j runs over 1 to p and the subscript i runs over 1 to n. 
The boson operators obey the commutation rules: 
[a;, a;:*] = 15;' DL with all other combinations com­
muting. For typographic convenience let us denote 
the destruction operator with a bar, il, and omit 
the star from the creation operator. 

Because of the boson nature of the a!, sym­
metrizing is now unnecessary in the Young tableau 
defining the states. The basis vectors defined by Weyl 
now become explicit boson operators operating on the 
vacuum ket 10). It is convenient now to drop the 
superscripts and introduce the antisymmetrized 
product operators 

(30) 

Thus, for example, the state of the representation 
[21] of the group U3 defined by the tableau G 3) 
having weight (111) is given by 

/[21]; 111) = M-1a12a3 10). (31) 

Proper normalization is provided by the numerical 
factor (to be discussed below) denoted as the 
"measure" associated with the tableau defining the 
state. 

We shall designate these states as "states in the 
Weyl basis" and the associated tableau as "Weyl 
basis tableaux." 

It is not surprising that in dealing with the Weyl 
basis it is most expedient to drop the unimodular 
restriction and use the Weyl infinitesimal generators 
Eij of the unitary group Un. These generators obey 
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the rule 
[Ejf, Ek/J = 5;k E;z - 5;z E k ;. (32) 

The Schwinger method introduces the explicit opera­
tor realization of the E ,; by 

(33) 

which are easily seen to satisfy the desired com­
mutation rules. 

The Weyl basis offers many advantages, an es­
sential simplicity being the most attractive yet it . ' 
IS not wholly satisfactory. The reason is simply that 
the Weyl basis is not orthogonal except for the 
simplest case, U2 • (This may at first appear sur­
prising since the Weyl basis is but an expression 
of the Young symmetrizer, and these define primitive 
idempotents, i.e., Y[~IY[~'1 = 5n'Y[~I' The diffi­
culty is that the orthogonality of the basis requires 
YiA~Y[~'1 = 5AA 'Y[Al') The lack of orthogonality is 
unimportant for determining characters, which was 
the purpose for which Weyl invented this basis. 

One may surmise this lack of orthogonality on 
different grounds by noting that the weights do not 
provide a unique state labeling, and the Weyl basis 
supplements the weight of the state by the lexical 
requirement-which has no invariant operator sig­
nificance. 

As discussed earlier, the state-labeling problem 
is solved (for the unitary groups) by the canonical 
subgroup decomposition Un:) UI X U .. -1, which 
is equivalent to using the branching law theorem 
of Wey1.9 In terms of this, a unique labeling scheme 
of a unitary (orthonormal) basis may be easily de­
vised from the tableau defining the Weyl basis. 
Consider the general lexical Weyl basis tableau. This 
has the form: 

First row: mu1's, followed by 
(ml2 - mu)2's, ... , (mI ... - ml,n-I)n's. 

Second row: m222's, followed by 
(m23 - m22)3's, ... , (m2.n - m2.n-I)n's. 

kth row: muk's, followed by 
(mk.k+I - mk.k)(k + 1)'s, ... , (mk, .. - mk, .. -I)n's. 
This tableau has the Young pattern defined by the 

partition [AJ = (mIn, m2n, .•. m .. n). 
The orthonormal state to be associated with this 

Weyl basis tableau will be denoted by the symbol 

(m), :::~= [min m~:~1 mn:n':_I]' (34) 

mu 

As we shall prove in a moment, the positive (in­
cluding 0) integers m,; obey the condition m· . < ,+1.1+1 _ 

m'd ~ m,,;+I' In terms of the triangular pattern 
the m's lie between the integers directly above as 
implied by the scheme. ' 

We shall denote the state vectors in this unitary 
representation as states "in the Gelfand basis" since 
Gelfand29 originated the (m) scheme. 

The meaning to be assigned to the labels in the 
Gelfand basis can be understood most directly in 
terms of the Weyl basis tableau by which we de­
fined. the mi;. Consider such a tableau. The weight 
Eu IS mu. Next by operating with E l2-which 
raises 2's into l's (hence the name transfer operators 
used by Bargmann and Moshinsky)-we arrive at 
the highest nonvanishing lexical tableau. (Note that 
the 2 --t 1 at the boundary.) The weights En and 
E22 of the new tableau are m12 and m22, respectively. 
Repeating the process we arrive at the desired 
int~rpretation: the (mu, m2' ... , m;.) are the highest 
weIghts of the subgroup U, contained in the canoni­
cal decomposition U,+1 :) UI X Ui' 

Alternatively, we could have defined the symbols 
(m.;) in terms of the eigenvalues of the invariant 
operators (Iii) I~i) ... nO) belonging to the sub­
group de?omposition. (Note that the unit operator 
II = L; E;; is now included since the unimodular 
condition is not imposed.) 

It is essential to point out that, although the 
Gelfand basis is in a one-to-one correspondence with 
a lexical Weyl basis tableau, the associated Gelfand 
basis vector and Weyl basis vector are not neces­
sarily equivalent. 

c. The Determination of the U2 and U3 Generator 
Matrices 

In order to carry out the general determination 
of . the matrices of the generators of the general 
umtary group, it is very valuable to treat first the 
examples of the special cases n = 2 and n = 3. 

The case n = 2 (under the unimodular restric­
tion) was first treated with the boson calculus by 
Schwinger and is, of course, closely related to Weyl's 
own "~ - ." calculus." The U2 case is particularly 
con:renient to discuss since the Weyl and Gelfand 
balns vectors are identical. 

The general basis vector (m) is thus 
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(This expression is immediately evident from the 
Weyl basis tableau.) 

The normalization is given by 

M = [(mI2 + 1) !m22 !][(mI2 + 1 - m 22) WI 

X (mu - m22)! X (mu - mu)! (36) 

The normalization associated with the state vec­
tors in the Weyl basis can be calculated directly 
from the definition of the state as a boson operator. 
What makes this situation much more interesting 
is the fact that this calculation need never be 
carried out! The required normalization may be writ­
ten down in general directly from inspection of the 
associated Weyl basis tableau. It is, of course, no 
surprise that the normalization-or measure as we 
shall denote it-is a function of the tableau; what 
is interesting is the simplicity of the connection in 
terms of the recently invented concept of the 
"hook" of a Young-pattern node.3s (We shall 
generalize this concept to the Weyl basis tableau 
in a subsequent paper, where it is more appropriate.) 

It is immediate now to determine the matrices of 
the generators using the general-state Equation (34) 
and the operator-realization Equation (35). One 
finds first 

Eu I(m» = mu I(m», (37) 
E22 I(m» = (m22 + m12 - mu) I(m». 

Operating on the general state with E21 one finds that 

E21 I(m» 

= [E21' (aI2)m"a~u-m"a; .. -m"][M(m)r; 10) 
= [M(m)r1(mu - m22)a

l
;"a

l 
mu-m .. -Ia2m •• -mu +1 10) 

= (mu - m 22)[M(m)/M(m'W' I(m'», (38) 

where 

(m') = [m12 
mu - 1 

m22]. 

It follows upon using Eq. (36) for M(m) that 

«m') 1 E21 I(m» 

8-; (Eu - E 22 ) == HI' Thus if one effectively 
omits these states by shifting the (m) eigenvalues 
down by m22 and then identifies the new m 

mll - ~m12 == M, 

!m12 == J, 

then the usual form results. 

(40) 

The SU3 system is handled in a similarly economi­
cal manner. (It is convenient to put m33 = ° and 
use a unimodular system.) Those SU3 states which 
belong to maximum weight in the U2 subgroup are 
equivalent in both the Gelfand and Weyl bases. 
Such states have then general definition 

I 
1 m12 10 1 m13 - m121) 

Im22 1 m23 - m221 

. (a
12

)m ... (a13)m .. -m ... (a)m .. -m"(a3)m .. -m .. 10), (41) 

with 
M = (m12 + 1)!m22! 

(m)2 - m22 + I)! 
(m13 - m22 + 1) !(m23 - m22)! 

(ml3 - m23 + I)! 
·(ml2 - m23)!·(mI3 - ml2)!. (42) 

This state can be written down directly from the 
Weyl basis tableau, including the normalization. 

The general state of the Gelfand basis is then ob­
tained by using the operator (E21 )m,,-m .. to carry 
mll from m12 in Eq. (42) to the general value mll . 
The result of this operation is 

= O:::~l. [(mll - m22)(mI2 - mu + I)]!. (39) . (al)mu-m ... (a2)m .. -m". (a3)m .. -m .. 

To put this result in more familiar form, let us '2F1(m22 - m 23 , mll - m12 , mu - m23 + 1; 
note that the (a12)m" represent m22 "inert pairs" (ala23/a2aI3» 10), (43) 
under the operators (SU2 generators) E 12, E 2I , and where: 

N = [emu - m22)! (m12 - m23)! (ml2 - m22 + I)! 
(mu - m23)! (m12 - m22)( (m12 + 1)!m22! 

(m13 -m23 +1)! J! 
(ml2 - mu)!(mll - m23)!(m23 - m22)!(m13 - m22 + 1)!(mI3 - ml2)!' (44) 

38 G. de B. Robinson, reference 37, p. 44. 
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and 2F1(a, b, c; x) denotes the hypergeometric func­
tion. (Note that this function is a polynomial for 
the parameters here, and that, moreover, the nega­
tive powers of the boson operators do not actually 
appear in the explicit polynomial form. It is also 
useful to note that the explicit polynomial form 
corresponds to a sum which includes nonlexical 
Weyl basis tableaux.) 

The use of the hypergeometric function is not 
just a convenient symbolism. One frequently needs 
the contiguous relations and Kummer transforma­
tions which the 2Fl notation makes evident. 

The matrices of the generators now follow from 
these state vectors. For the diagonal operators one 
has 

Ell ---7 mll, 

E22 ---7 m1 2 + m22 - mll , 

E33 ---7 ml3 + m23 - ml2 - m22. (45) 

[The Gelfand basis is chosen such that the opera­
tor E jj ---7 L; (m;j - m;.j-l).] 

For the operator E 32 , one finds, by commutation 
with the boson operator of the general state, that 

E32 [mUm" m" m"O ) 
mll 

(46) 

where Nil, refer to the normalization integral evalu­
ated for the new parameters. 

In order to obtain this relation one needs the con­
tiguous relation identity 

m22(a2aI 3) 2Fl(m22- m23 , mll - m12 , m ll - m23+ 1; x) 

+ (m12 - mll )(a3aI 2) 

·2Fl(m22 - m23, mIl - m12 + 1, mll - m23 + 1; x) 

·2Fl(m22 - m23, mll - m12 + 1, mll - m23 + 1; x) 

+ (a1a23 - a2a13 + a3al2)· [ •.. ]. (47) 

The left side of this identity arises upon commuta­
tion with E 32 . (Note that the last term on the right­
hand side vanishes identically. The occurrence of such 
expressions is the real difficulty in working with these 
boson-operator states, for it will be quickly seen that 
commutation with the identity L a.aj k Em = 0 
can produce invalid relations involving nonlexical 
Weyl basis operators.) 

Introducing the explicit form of the normaliza­
tion, one finds, for the matrices of the generator E32, 
the result 

This result is seen to correspond exactly to the results obtained in the earlier39 [Eqs. (21a) and (2Ib)] 
upon using the correspondence 

p = m13 - m33, q = m23 - m33 , A = !em12 - m22), 

J1. = mIl - !eml2 + m22), m = !(m12 + m22) - !(m13 + m23 + m33). (49) 

89 By Eq. (14) we must multiply the expressions (21a) and (21b) by the respective Wigner coefficients C~ -t ).:=t and 
c! -t ~~: in order to obtain the entire matrix element corresponding to Eq. (48). p 
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(It should be noted that this result corrects the mis­
printed result of reference 29.) 

Repetition of the formulas for the remaining ma­
trices in the Gelfand notation seems unnecessary. 

D. Generalization to Obtain the Matrices of All Un 

In principle, the method illustrated for Ua can be 
generalized immediately to the case for arbitrary n. 
There is no inherent limitation to the method 
whereby normalized states for Un of highest weight 
in U n-I are written out immediately in terms of the 
equivalent Weyl and Gelfand basis functions and 
then lowered by the operators of the U n-I subgroup 
to obtain the general basis vector explicitly. (This 
procedure is not as complicated as it might appear, 
since the functions analogous to the 2FI of the Ua 
case show considerable symmetry in their structure.) 
The matrices of the generators are then obtained 
directly, exactly as for Ua• 

This direct, or "brute force" method is, however, 
quite unnecessary for the determination of the 
generator matrices, and the complete determination 
results from considering only the very few Weyl 
basis tableaux relevant to the calculation. 

The simplicity to which we refer is the simplicity 
"built into" the generator matrices by explicitly 
maintaining the canonical subgroup factorization in 
evidence at all stages. It follows from this that the 
matrices of the generators factorize in the familiar 
pattern of the Racah-Wigner calculus into two 
parts: (a) the reduced matrix element of the opera­
tor E ij of Un; and (b) a Wigner coefficient of the 
subgroup Un-I' The factor in (a) is independent of 

mn-l,n-l 

> 

the parameters of the U n-2 subgroup (the analogue 
of magnetic quantum numbers in the angular-mo­
mentum paradigm). The factor in (b) is a well­
defined Wigner coefficient since it refers to the re­
duction of [X] X [10 ... 0] in the Un - I group, and 
this direct product is always multiplicity-free. 

These considerations show that in a recursive cal­
culation from Un- I to Un only the matrices En; 
with 1 ~ i ~ n need be considered, all other gene­
rator matrices being known by hypothesis from the 
U n-I calculation. Of the n "new" matrices, E nn is, 
however, diagonal with the eigenvalue L7-I mi.n -

L7:~ m •. n- I· Moreover, all the En,; with i < n - 1 
may be calculated from the single matrix element 
En,n-I and the matrix of En-I,i, using the com­
mutator relation En,; = [En,n-I, En-I,;]. 

Thus the entire constructive determination of the 
generator matrices depends upon knowing the single 
new matrix En,n-I at each step in a chain determina­
tion through the subgroup U n-lo The determination 
of En,n-I is, however, as we shall show, determined 
directly from the measures (M) associated with two 
Weyl basis tableaux. 

We shall accordingly give the determination of 
En,n-I in detail and simply state the remaining gene­
rator matrices. The matrix En,n-l itself illustrates 
clearly the general structure of the desired answers. 

Let us now determine the reduced matrix ele­
ment of En,n-I for the group Un. Since reduced 
matrix elements in Un are independent of the param­
eters of the U n-2 subgroup, we may choose these 
parameters to correspond to the state of highest U n-I 

weight. This state belongs to equivalent Weyl and 
Gelfand bases and has the explicit form 

r-______ m_2_'n-_l _____ .~I ... -·o-.. ~I-m-2.n----m-2,n-J-ll > 
mn - 1 ,,,-1 I mn - 1,n - mn - 1 ,n-ll 

(50) 
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The boson operator given in the above equation 
appears rather complicated in its dependence on the 
(m) parameters. In terms of the Weyl basis tableau, 
however, the correspondence is much more easily 
seen. [Note also that we have put m n • n = 0 (uni­
modular restriction) for convenience. The corre­
sponding boson operator is (a1.2 .... n)ffl A

•
A which com­

mutes with all E i <; and thereby drops out of all 
results. One may reinsert mn ... ~ 0 by letting 
mij ---? m,; - m n • n (i, j ~ n, n) in all final results.] 

The calculation of the reduced matrix element 
of E n ... - I is easily seen now to be simply 

«m') I IEn.n-11 I(m) 
= [M(m')/M(m)]i.mn_l.n_l, (51) 

where (m') has m;; = mi; except for m~_I.n_1 = 

mn-I.n-I - l. 
We have yet to specify the measure associated 

with the Weyl tableau of (m) [Eq. (50)]. This 
measure can be calculated directly from the defini­
tion [that «m) be normalized] and has the form 

n-I 

IT (mi.n-I +n - i-I)! 
M(m) = -" -"'2-.-!i~-I!....-_____ ----

IT (m i •n - I - mn - I •n - I + n - i-I)! 
i=l 

.. -I 

IT (min - mn-I.n-I + n - i-I)! 
X i~2 X 

IT (min - mn-I.n+n - i-I)! 
i-I 

X (m1.n-l - m2.n)! X (ml .n - ml.n-I)!. (52) 
This result, as mentioned, can be obtained by 

direct calculation, although the method is quite 
tedious to be sure. What is far more interesting is 
that the answer may be written out immediately 
by defining the hook structure of the Weyl basis 
tableau. The hook length of an (ij) node in a Young 
pattern40 is defined by 

hi; == Ai - j + A;' - i + 1, 

where [A] is the partition and [X'] the conjugate 
partition of the Young pattern. To define the hook 
structure of a Weyl basis tableau requires further 
extension of the concept than apparently is in the 
current literature, and we hope to be permitted to 

discuss this subject in detail in a subsequent paper. 
The ratio of the two measures M(m)/M(m') is 

much simpler than the actual measures themselves. 
The result follows from the explicit form given 
above and is 

n-2 

M( ) IT (m i •n - I - mn-1 ... -l + n - i) m ~.~_I~ __________________ __ 
M(m') = mn - I .n - I · n-I .• 

IT (min - mn-I, .. -I + n - 't) 
i-I (53) 

The simplicity of this result is a consequence of 
the fact that only the change in the hook structure 
caused by a shift in the boundary between the 
(n - l)'s and the n's in the bottom row of the 
Weyl basis tableau is involved. In other words, we 
may write out the hook changes at the relevant 
boundary directly from the tableau, and thereby 
obviate the evaluation of M(m) itself. 

It follows that the matrix element of E","_I cor­
responding to (m) ---? (m') is given by 

«m')IIEn.n-11 I(m) 

l IT (mi,n - mn- I ... - I + n - t) j! 
= (mn-l,n-t) . n~;l , 

IT (mi,n-I - mn- I .n- I + n - '/,) .-1 
(54) 

where (m') = (m) except m~-I.n_1 = m .. - I .n _ 1 - l. 
It remains now to calculate the Wigner coefficient 

in U n - I corresponding to the matrix element of 
En,n-l evaluated in Un-to For this calculation we 
may choose the most convenient values of the param­
eters min, since the reduced matrix element has 
already determined the dependence on these vari­
ables. Moreover, the desired Wigner coefficient is 
independent of the parameters of the subgroup 
U n - 3 , since [E n • n - I , E ii ] = 0 for i, j ~ n - 2. Thus 
we may choose these parameters in the most con­
venient way also. 

The optimal choice of the free parameters would 
be one yielding a Weyl basis vector equivalent to a 
Gelfand basis vector. This is in fact possible. 

Let us choose the parameters for the initial state 
(m) in the following way: 

m1tn- 1 ml .n_1 m2,n-1 mn - 2 •n - 1 0 

ml,n-l m2,n-1 mn - 2 ,n-l mn-1,n-l 

(iii) - ml ,n-2 m2, .. -2 mn - 2 ,n-2 
(55) 

40 G. de B. Robinson, reference 37, pp. 44 and 166. On page 44 Robinson notes explicitly the "striking result in­
volving hook lengths, which is of fundamental importance." 
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This set of parameters corresponds to the Weyl basis tableau: 

ml,'~-2 0 ... 

m 2,n-21° .. . 
... 
... 

mn - 2 ,n-2 mn - 2 ,n-l - mn - 2 ,n-2 mn - 3 ,n-l - m n-2,n-IJ 

mn-l,n-l mn-2,n-l - mn - 1 •n - 1 

The characteristic feature of this tableau-which 
determined its choice-is the fact that in all except 
the last row (n - 1)'s cannot be changed into n's 
without the tableau vanishing (nonlexical). 

First we must prove that this Weyl basis vector 
corresponds to a Gelfand basis vector. To prove 
this requires that one demonstrate that the Weyl 
basis vector corresponds to an eigenstate of the U,,_I 
system in the canonical subgroup decomposition. 
Now in U"-2, the tableau corresponds to a maximal 
state and hence is "sharp" in U n-2' If we delete all 
n's from the tableau, the resulting state (in Un-I) 
is clearly sharp (since it corresponds to maximal 
Un - 2 , which has been demonstrated sufficient). But 
adding the n's back to the tableau changes every 
aij ... ; to an a.; ... ;" with the single exception of the op­
erator (al,2, ... n_l)mn-, ,n-, which remains unchanged. 
This operator, however, commutes with all operators 
Eli' i ~ j, i, j S n - 1, and may be disregarded 
for the Un-I subgroup. Noting that all properties 
in Un-I of the operators a.;k"'; are preserved under 
a,;k"'; ~ ai;k"';'" one sees that indeed the state 
above is sharp in Un-I and hence corresponds to a 
Gelfand state. 

The desired matrix element is now easily de­
termined, since the En,n-I operator affects only 
the boson operator (al,2''''n_l)m

n-"n-, and shifts 
mn-I,n-I ~ mn-I,n-I - 1, bringing down the factor 
m n - I , n-l- (This may be read off the Weyl basis 
tableau.) Thus the desired matrix element is 

«(m') I En,n-I I(m» 
= [M(m')/M(m)]l. (mn- I ,n-I)' (57) 

The shift in the measure of the initial state (m) 
under the change in mn-I.n-I ~ mn-I,n-I - 1 may 
be calculated from changes in the hook structure of 
the (m) tableau. Thus one finds: 

M(m)/M(m') = (mn - I ... - I ) 

n-2 

. IT (m., .. -2 - mn - I •n - I + n - i-I). (58) 
i-I 

... 01 ml,n-I - m1 ... -z 

... 01 m2 ,n-1 - m2,n-2 ml,n-I - m 2 •n - 1 

J m2 ,n-J - ma,n-I (56) 

I 

To calculate the Wigner coefficient, we must 
normalize this result by its value when (m) = (m) 
confined to Un_I (the initial state for the reduced 
matrix-element calculation). 

The desired Wigner coefficient [A] X [1] in Un-I 
corresponding to the operator E n ... - I with quan­
tum numbers (m) ~ (m') (restricted to Un_I) IS 

then found to be 

lil (m. ,n-2 - mn-I,n-I + n - i - l)ll 
n 2 • (59) 
IT (m",.-1 - mn-I, .. -I + n - i-I) 
i-I 

Let us note that the explicit evaluation of the 
fundamental Wigner coefficient [A] X [1] for general 
U .. has not been previously reported in the litera­
ture. The result given in Eq. (59) is, to be sure, 
only one component of the general result, which 
is in fact a supermatrix array corresponding to the 
subgroup decomposition of the Wigner coefficients. 
The fact that a supermatrix array occurs is intimately 
connected with the fact that the group is non-simply 
reducible. We prefer, however, to discuss this matter 
systematically in a subsequent paper. 

To complete the argument one multiplies the re­
duced matrix element Eq. (54) and the Wigner coeffi­
cient Eq. (59) to obtain the matrix of E"."_I cor­
responding to (m) ~ (m'). The structure of the final 
answer is quite clear, and one sees that the matrix 
element may in fact be read off the hook structure 
changes in the Weyl basis tableaux. 

We shall utilize this simple structure to obviate 
the calculation of the remaining (n - 2) com­
ponents of the matrix En,n-I. For completeness of 
thesis, however, let us note that the reduced matrix 
elements are readily calculated from the state of 
maximal Un_I weight after shifting by a lowering 
operator in U n-2' This shift eliminates the vanishing 
Un-I Wigner coefficient (which occurs for the maxi­
mal U n - 1 weight) and enables the reduced matrix 
element to be calculated. Similar considerations 
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hold for the optimal state used for the Wigner­
coefficient calculation. 

The final results for the matrix elements of 
E n • n- 1 are 

En •1O- 1 

m1.10 m2.m·· . 

m 1 •n-l ... m; .10-1 .,. m 1O- 1 •n-l ) 

10-1 {[ IT (m; .10-2 - mi .10-1 _ j +~) ]1 
~ -.~;-~1 ____________________ __ 
L.J 10 1 

i-I TI( .+. m;.n-l - m;.n-l - J ~ 
;-1 
i"'i 

[ 
ir (m;.n - m;.n-l - j ± i + 1) ]i} 

X ( -) 10=' ~=fll--_-------------------

TI (mj,1O-l - m i •n - 1 - j + i + 1 
i"",1 
i'#1 

m.: .. _,]). (60) 

These results agree with those given in reference 
29, with the important exception that the factor 
(- )k+l appearing in reference 29 is in error. Let us 
note that this result for the matrix element of 
E,..n-l explicitly shows the factorization into (reduced 
matrix) X (Wigner coefficient), where the (n - 1) 
reduced matrix elements are given by the second 
factor in Eq. (60), and the (n-l) Wigner coefficients 
are the first factor. 

It is quite striking that these results-when in­
terpreted in terms of hook structure changes in­
duced by the operations of E n • n - 1 on the tableau­
can be obtained without requiring the intermediary 
determination of an explicit basis. This property is 
of great potential significance since it indicates that 
the matrix elements may be defined on tableaux 
directly in terms of hook structures, with the trans­
formations appearing as operations on tableaux. If 
this property holds true for more general operators 
than the generators, it affords the interesting pos­
sibility of complete mechanization of such matrix­
element calculations by digital computers. 

The complete result for the matrices of the 
generators En.k(n > k) then follows from the use 
of the commutator relations and the matrix of the 
generator E n •n - 1• The general matrix element factors 
into two parts: the reduced matrix element [given 
in Eq. (60)]; and the general Wigner coefficient, 
which in turn factors in accord with the subgroup 

decomposition. The explicit result is given by 

«m') I En •k I(m» = [. n ] 
~1:n - 1 

X {n¥x [~I : n - l ] X [i,.-k: kJ} , (61) 
~I+l • n - l - 1 k - 1 

where: (1) the new Gelfand basis (m') is specified 
by the (n - k) indices iI, ... , i 1O- k and (m') = (m) 
except for m';;.n-i = m';.n-i - 1; (2) the reduced 
matrix element given by the second factor in Eq. 
(60) is denoted by the symbol 

[il:nn_ 1] 
(3) the general Wigner coefficient is the factor in 
curly brackets, consisting of the Uk Wigner co­
efficient 

[~-~::J ' 
given for Un by the first factor in Eq. (60), and the 
"reduced Wigner coefficient" 

n-k-l [. l] TI ~I :n-

1=1 i l +1 : n - l - 1 

defined by 

[
il : n - l ] = S(i l +1 _ i /) 

i l +1:n-l-l 

[

nIt (mi ... -I-l - mil ... -l - i + i /) 
X ~':~I'I------------------------

TI (m;.,._1 - mil.1O-1 - i + i l ) 
i-I 

i;<!!iz 

(-) II (m;.,._1 - mil+, ... -I-l - i + i l +1 + 1) .. -I ]1 
X nil i=1 

II (m .... -I-l - mil+,.n-l-l - i + i l +1 + 1) 
i=1 

i~il+1 

X [(mil.n-l - m;I+,.1O-I-l - i l + i l +1 + 1) 

X (mil.1O-1 - mi,+ •. 1O-I-l - i l + i l +1)r1, (62) 

where Sex) is the sign of x and S(O) is defined 
to be +1. 

This result for «m')/ E n • k /(m» was given by 
Gelfand and Zetlin, but our result above differs in 
two essential respects: (1) an undetermined (±) 
sign in reference (29) is determined explicitly here; 
and (2) the significance of the structure of the result 
(factorization into reduced matrix elements, ... ) 
is made explicit. 
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. A new coor?inate system, intrinsically attached to an arbitrary timelike world line, is investigated 
In fiat-space tIme. The Maxwell field tensor associated with the field of an arbitrarily moving charged 
particl~ assumes a particularly simple form in this, its intrinsic coordinate system. This reference 
frame IS expected to be useful in General Relativity, in asymptotic studies of radiation and equations 
of motion. ' 

I. INTRODUCTION 

RECENTLY there has been considerable interest 
in the asymptotic behavior of the metric and 

Riemann tensors at spatial infinity, in spaces which 
are asymptotically fiat. The investigations can be 
roughly divided into two approaches. The first ap­
proachI

-
3 is based upon a special choice of coordinate 

system, the "Bondi-type" coordinates. In this sys­
tem, the limiting value of the metric tensor at 
spatial infinity is the Minkowski metric, or its polar 
coordinate version. Using Bondi-type coordinates, 
the behavior of the Riemann tensor can be derived 
and the remaining coordinate freedom can be in­
vestigated. l

•
3 The second approach4

•
5 assumes a 

specific asymptotic behavior of two physical com­
ponents of the empty-space Riemann tensor, from 
which the behavior of the remaining components 
of the Riemann tensor can be deduced. It can be 
showns (assuming certain topological restrictions) 
that it is then possible to introduce the Bondi-type 
coordinates. 

Although the Bondi-type coordinates have proved 
to be extremely useful, it is plausible of course that 
other coordinate systems, "tailor made" for special 
cases, might be more useful in those special cases. 
As an example, it is seen that the metric tensor in 
most of the Robinson-Trautman6 metrics, is 
singular at r = co although the Riemann tensor 
vanishes there. Yet if the Bondi-type coordinates 
were introduced, the desirable closed form of these 
solutions would be lost. In other words, occasionally 
there are coordinate systems intrinsic to a problem 
other than asymptotically fiat coordinates . 

.. This work has been supported by the Office of Aerospace 
Research, United States Air Force. 
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8 R. K. Sachs, Phys. Rev. 128, 2851 (1962). 
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& E. Newman and T. Unti, J. Math. Phys. 3, 891 (1962). 
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In the present paper we investigate a new co­
ordinate system in fiat space. This reference system 
is intrinsically attached to an arbitrary time like 
world line. The metric associated with these co­
ordinates contains a term linear in r, and, hence, 
increases linearly as r approaches infinity. 

We exhibit the Maxwell field tensor of the field 
of an arbitrarily moving charged particle, to demon­
strate its simple form in this, its intrinsic coordinate 
system. 

In a future paper we plan to show how this co­
ordinate system and associated metric can be used 
in General Relativity to study asymptotically certain 
radiation problems and equations of motion. 

II. DERIVATION OF A SPECIAL FLAT-SPACE LINE 
ELEMENT 

In this section we transform from a Minkowski 
coordinate system (y~) to a reference frame (x") 
attached to an arbitrary timelike world line. Figure 1 
shows this world line, whose proper time is denoted 
by u and whose coordinates in Minkowski space are 
y" = ~"(u). 

Any point in Minkowski space lies on one of the 

'1° 

Two u;c ('0 .... 5+ 

sut"fo..ces 
(null COt'\e.,,) 

FIG. 1. Null surfaces emanating from an arbitrary timelike 
world line. (One spatial dimension is suppressed.) 

1467 
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future cones emanating from the world line. The 
Minkowski coordinates can be expressed in terms 
of four parameters associated with the null surfaces 
in the following manner.7 

Consider the geodesic line yl' = al'r + ~I'(u) 

(satisfying the geodesic equation d2y~ /dr2 = 0), 
with al' an arbitrary null vector and r the affine 
parameter along the geodesic; the origin of r being 
chosen at ~I'(u). As al' sweeps out all null directions, 
the geodesic lines form the null cone; i.e., if we let 
al' be a function of two coordinates on a sphere, 
Xi (i = 2, 3), u remaining constant, 

y~ = al'(xi)r + t(u) 

is the parametric form of the null cone with param­
eters Xi labeling the geodesics and r indicating where 
yl' lies on the geodesic. If we now allow u to vary 
(with a gain in generality, we can let al' depend on 
u as well as Xi), the equation 

(1) 

can be looked upon as the coordinate transformation 
from the Minkowski coordinates yl' to X

O = u, 
Xl = rand Xi. 

Since al' is a null vector, we have (denoting a/au 
by a dot and a/axi by comma i), 

u = u', 

r = r', (8) 

Part of this freedom can be used up by making the 
two-dimensional metric gij conformal to the Eucli­
dean plane,S i.e., 

(9) 

P is defined by this equation. The remaining freedom 
is the analytic transformation 

r = r(u', r'), (10) 

where r = x
2 + ix3

, r' = x2
' + ix3

'. 

It will be possible (proved later) to choose a 
transformation, Eq. (10), such that 

al',io'l' = 0. (11) 

Equation (11) with Eqs. (2), (3), and (4) lead to 
0,1' a:: al" With these results, the metric Eq. (7) 
becomes 

goo = 1 + 2o'£r = 1 - 2(P/P)r, 

gOI = 1, 

Uu = 0, 
(12) 

al'al' = 0, 

aPO,p = 0, 

(2) gmn = al'.mal' ... r2 = -(r2/2p2)5m .. , 

(3) where now P is defined as 

(4) 

where summation is performed with the Minkowski 
metric 1/1'> = {I, -1, -1, -I}. In addition, the 
velocity vector of the world line satisfies 

r~1' = 1, (5) 

since u is proper time. r, being an affine parameter, 
is defined only up to a linear transformation. This 
arbitrariness may be used to normalize the pro­
jection of al' on the velocity vector ~P, 

(6) 

The metric tensor in the new coordinate system 
obtained by transformation (1) on the 1/1'> is 

goo = 1 + 2o'·~l'r + O,po'l'r\ gOI = 1, gOk = O,l'al'.kr2, 

(7) 

At this point, the labeling Xi on the hypersurface 
is arbitrary, in other words we have the coordinate 
freedom 

7 The range and summation conventions used here are: 
lower-case greek indices 0, 1,2,3; lower-case latin indices 2, 3. 

P = g(u)rf + M(u)r + M(u)f + h(u), 
(13) 

r = x2 + ix3
• 

The g(u), M(u), and h(u) are functions of u, related 
(as will be shown shortly) to the acceleration of the 
world line. 

A method of showing that Eq. (11) can always 
be satisfied is as follows. First choose a transforma­
tion (10) such that the P in Eq. (9) takes the form6 

P = (1 + irf)/V2. 
In general, al'.,O,I' will be different from zero but 

its dependence on the acceleration can be worked 
out explicitly. Now do another transformation (10) 
demanding that gOi = 0. This leads to the following 
differential equation: 

(14) 

The functions A(u) and a(u) are defined by con­
sidering a spacelike triad At (A = 1, 2, 3) defined 
at one point of the world line, orthogonal to ~I', 

8 L. Eisenhart, A Treatise on the Differential Geometry of 
Curves and Surfaces (Ginn and Company, Boston, Massa­
chusetts, 1949), Chap. 2, Sec. 40. 
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and Fermi-propagated along the world line. Then 

A(u) = (All' + ~A2p)~p, a(u) = A3p~p, (15) 

where ~p is the acceleration of the world line. 
Equation (14), being the generalized Ricatti equa­

tion, always possesses solutions. The solution r = 
r(u, n (where r is a complex constant of integra­
tion) , used as a coordinate transformation leads to 
gOi = 0, or that Eq. (ll)is satisfied. 

By a theorem of Euler's,9 r can be stated as an 
explicit function of r (though not of u) and the 
transformation can be carried out in detail on the 
metric, yielding Eqs. (12) and (13). The functions 
g, M, and h of u can now be stated as functions of 
the acceleration; 

where 

g(u) = K(ro - r2)(fo - f2)(4 + rlfl), 

M(u) = K(ro - r2)(f2 - fl)(4 + fori), 

h(u) = K(r2 - rl)(f2 - fl)(4 + rofo), 

K == [32(rl - rO)(fl - fo)(ro - r2) 

X (fo - f2)(r2 - rl)(f2 - fl)fi. 

ro, rl, and r2 are three particular solutions (having 
no dependence on r) of the Ricatti equation (14) 
which contains the accelerations. 

If the functions rk(U) (k = 0, 1, 2) are regarded 
as the fundamental quantities and are given, we 
can obtain the g(u), M(u), and h(u) as above, as 
well as the triad components of the acceleration. 
With the definitions 

we have 

tk == drJdu, k = 0,1,2, 

Pk == (1 - H:), 
tk == i(I + ir~, 

Po ro to 

D == PI rl tl , 

P2 r2 t2 

to ro to 

~pAlp = D- l 
tl rl tl , 

t2 r2 t2 

po to to 

~pA2p = D-l 
PI tl tl , 

P2 t2 t2 

Po to to 

~pA3p = - D- l PI tl tl . 

P2 t2 t2 

It should be pointed out at this point, that the 
transformation (1) can be explicitly written out in 
the following form lo : 

yp = t(u) + ap(r, f, u)r, 

aP = bp(r, f) 
V2 per, f, u) , 

bP = (1 + Hf, 1 - irf, !(r + f), (r - f)/2i), 

V2P = [~o _ ~l + t(~o + f)rf 
- !(~2 - if) r - !(f + if) f], 

~p = (d/duW(u). 

The only allowed coordinate freedom on the re­
sUlting metric (12) [keeping the time like line y" = 
~p(u) unchanged] is the six-parameter transformation 

r = (at' + b)/(et' + d), ad - be = 1, 

which is isomorphic to the homogeneous Lorentz 
group. 

The metric (12) may also be derived by other 
methods (e.g., by specializing the Robinson-Traut­
man6 metrics or solving the equations obtained by 
Newman and Penrose ,4 specialized to flat-space 
time), although the geometric significance is not as 
clear as in the present derivation. 

As a simple application of these coordinates, it is 
seen that the Lienard-Weichart potentials in elec­
trodynamics assume a simple form in the new co­
ordinate system. The vector potentials become 

Ao = (e/41r)(I/r - PIP), 

Al = (e/41r) (I/r), 

Ai = 0, 

where e is the charge. The electromagnetic field 
tensor is then 

FOl = -e/41I"r, 

FOi = -(e/41I")(P/P).;, 

the remaining components being zero. Thus, the 
field tensor is split into a pure Coulomb field, and 
terms independent of r. 

9 L. Euler, Novye Comm. Acad. Petrop. VIn (1760-1761) 
[1763J. For a later reference, see Watson, Theory of Bessel 
Functions (Cambridge University Press, New York, 1952), 10 We are indebted to 1. Robinson for having pointed out 
Sec. 4.21. this simplification. 
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The relativistic Hamiltonian formalism is outlined and discussed for classical particles. The im­
plications of the requirement that the coordinates of an event transform according to the Lorentz 
transformation law are discussed and expressed in a form, called the world-line conditions which 
may be considered in the relativistic Hamiltonian formalism. It is then shown that the w~rld-line 
conditions imply that there is no interaction in the relativistic Hamiltonian formalism' that is the 
motion of any pair of particles described by the relativistic Hamiltonian formalism consist~ of straight­
line motion. In other words, if the events which compose the world lines of the particles transform 
according to the Lorentz transformation law, and the path of the particle is not a straight line, then 
this phenomena cannot be described in terms of a relativistic two-particle Hamiltonian formalism. 
The experimental basis for a determination of the transformation properties of an event is considered, 
and the relationship of the experiment to the applicability of such a formalism is discussed. 

I. INTRODUCTION 

I N order to describe the dynamics of relativistic 
systems, Dirac1 proposed an extension of the 

Hamiltonian formalism to make it compatible with 
special relativity. The postulates involved in the 
extension were made plausible by the consideration 
of commonly accepted physical ideas concerning 
relativity and relativistic invariance. Since the essen­
tial point is the consideration of the set of "funda­
mental quantities", which have a structure similar 
to that of the set of the generators of infinitesimal 
Lorentz transformations and are identified with these 
generators, this extension of the Hamiltonian form­
alism will be called the Relativistic Generator 
Formalism to distinguish it from the Hamiltonian 
formalism, which properly involves only time trans­
lation. This formalism, by its very structure, 
guarantees that the physical law~ of the system 
will be relativistically invariant. The operator analog 
to the classical Relativistic Generator Formalism has 
been developed and is widely employed in quantum 
mechanics and quantum field theory. In order to 
facilitate a detailed investigation of the formalism, 
only the classical particle system discussed by Dirac 
in his original paper will be considered. The system 
will be further simplified by considering the mutual 
interaction of two particles (not the interaction of 
two particles and a field). 

An intuitive outline of the paper will be presented 
in this introduction. To allow a lucid development of 

* This paper is based, in part, on a thesis submitted to 
the University of Rochester in partial fulfillment of the 
requirements for the Ph.D. degree. 

t National Science Foundation Cooperative Fellow. 
t Present Address: Palmer Physical Laboratory, Princeton 

University, Princeton, New Jersey. 
1 P. A. M. Dirac, Rev. Mod. Phys. 21, 392 (1949). 

the general structure, some assumptions which are 
to be discussed in later sections will remain implicit. 
Briefly, the dynamics of the particles are described 
by ten "fundamental quantities" which are func­
tions of the particle positions and the conjugate 
variables with respect to the Poisson bracket, which 
compose "phase space". These conjugate variables 
will be given the name "particle momenta", but 
no identification between these variables and the 
so-called "physical momentum" is required. The 
fundamental quantities have Poisson bracket rela­
tions which are isomorphic with the commutator 
bracket relations of the generators of infinitesimal 
Lorentz transformations. Thus a particular theory 
in the Relativistic Generator Formalism is defined 
by ten functions over phase space which are the 
fundamental quantities, or generators of infinitesimal 
transformations. The functions have the Poisson 
bracket relations 

[1l3;, 1l3;] = 0, [3;, 1l3;] 

[.p, Il3d = 0, 

[~;, 1l3;] = o;;.p, 
[~;,.p] = 1l3;, 

EHkll3k, [3;,3;] 

[.p,3;] = 0, 

[~;, 3;] = Em~k' (1) 

In general, the change in a physical quantity ~ 
(represented by a function over phase space), due 
to an infinitesimal transformation of magnitude b 
is given by 

(2) 

where the fundamental quantity which generates 
the transformation is denoted generically by 58. 
In particular, the change in the position of the nth 
particle q7 is given by 

1470 
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q~' = q~ + b[q~. lB]. (3) 

Let the fundamental quantity $;, for example, 
generate an infinitesimal space translation of magni­
tude a. parallel to the q, axis. Then the transformed 
particle position is 

(4) 

with no summation over j. But a space translation 
of magnitude a; in the j direction simply increases 
the component of the position by a; and leaves the 
other components unchanged, as indicated by the 
equation 

q 

I 
I 

/ 
/ 

/ 

q'(t)/ 
/ 

/ q(t) 

mlf' m 

/ TV 

I 

FIG. 1. Time transla­
tion. 

(5) by the new position function at a time t' is the 
same as the old position function at a time t, but 
expressing t' in terms of t and expanding the position 

Comparing (4) to (5) yields the translation world­
line condition 

(6) 

In the same manner, consider the rotation gene­
rated by 3\, which is a rotation about the q. axis, 
whose magnitude is measured by 8 •. The change in 
the position of a particle due to the infinitesimal 
transformation generated by the fundamental quan­
tity 3. is 

function in powers of T yields 

q~(t) = q~'(t') = q~'(t - T) = q;'(t) - Tq;'(t)+ ., .• 

or, since Tq~' = Tq~ if terms of higher than second 
order in T are dropped, 

q~' (t) = q~(t) + Tq7(t) = q~(t) + 7V~(t), (12) 

where the symbols v~(t) and q~(t) are defined to be 
(7) dq~(t)/dt. This derivation may be expressed in a 

more intuitive manner with the aid of Fig. 1. The 
transformation in question carries an event at time 
t (m for example) to an event (m') at time tf = t - T 

with the same spatial coordinates (q). However, the 
change in position function on a time slice is de-

On the other hand, the transformation which corre­
sponds to 31 is a rotation about the ql axis, and the 
change in the position due to a rotation through a 
small angle 81, about the ql axis, is 

,,' n ql = ql. 

q;' = q; cos 81 - q;sin 81 = q; - 81q~ + .. , . (8) 

sired, so q~' (t) is equal to q;(t) + TV~(t). Comparing 
(11) to (12) yields the expression 

[q~,,p] = 17 = dq7/dt = v7. (13) 

The analysis for the Lorentz transformation is 
These equations, and the equations for the rotations slightly more involved. The position in a frame which 
about the q2 and qa axis may be summarized by is moving with a velocity tanh (a;) is determined 

(9) by the fundamental quantity sri to be 

Comparing (7) to (9) yields the rotation world­
line condition 

(10) 

For the time translation generated by the funda­
mental quantity 5), the transformed position is 

(11) 

Since 5) corresponds to a time translation, the trans­
formed position is the position of the particle at 
the new time tf given by tf = t - T. Considering the 
position as a function of time, the event represented 

(14) 

Due to the lack of invariance of simultaneity, the 
position of the particle in the new frame at time 
zero will not be the same event on the world line 
as the event at which the time is zero in the original 
frame. Denoting the time of the event m' by t', 
t' may be determined by the Lorentz transformation 
of the coordinates of an event to be t' = t cosh ai -

qi sinh ai' To simplify the expressions, we shall 
consider the change due to the Lorentz transforma­
tion of the position for time zero, rather than an 
arbitrary time. For a very small Lorentz trans-
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formation, that is, Cij « 211", t' is given by -qjCij. 
This is the value of the transformed time for any 
value of qj, but since the value of the transformed 
time in the vicinity of the particle which is being 
considered is desired, the significant t' is -q7Cij. 
Thus the transformed position at time equal to 
zero may be written as the old position function of 
the transformed time t', or, given the transformed 
time from above, this implies 

q7(0) = q7'(t') = q7'( -q7Cij). (15) 

Expanding the function q j in powers of Cij yields 
the expression 

since v7 equals v7' due to dropping second-order 
terms in Cij; so 

q7(0) = q7' (0) + Cijq7(0)v~(0). (16) 

Comparing (14) to (16) yields the acceleration world­
line condition, and using (13) to eliminate v7 yields 

[q7, ~j] = q7v7 = qi[q7, .p]. (17) 

The ten functions, denoted by .p, 1J3, ~, and 3, 
define a theory. These functions are not independent, 
as they must satisfy the Poisson bracket relations 
of (1) or the Lorentz condition. They must further 
satisfy the world-line conditions (6), (10), and (17). 
We might now ask whether there exist any set of 
functions which satisfy all these conditions. There 
is one obvious example, in which the functions are 
defined by 

1J3; == p! + p~, 
.p == ,,/ + w 2

, 

3; == Eiik(q~P! + q~p;), 
~; == q!w1 + q~w2, 

(18) 

where w" == (p7p7 + (mn)2)i. A simple calculation 
demonstrates that these fundamental quantities 
satisfy the Lorentz condition and the world-line 
conditions. The velocity is p7/ w" and the accelera­
tion, defined as [[q7, .p], ~l vanishes. Therefore, the 
above-defined set of fundamental quantities is said 
to define a theory which describes free particles. 

It will be shown in a later section that the most 
general form of the "kinematic" generators 1J3; and 
3;, consistent with the world-line conditions, is 
the standard form as given for the free theory. 

Now let us consider whether there exists any set 
of acceptable functions for which the acceleration is 
not zero. As indicated by its definition, the ac­
celeration is a well-defined function of the deriva­
tives of the function S). But the most general form 

which the function 4> may take is restricted by the 
world-line conditions and the Lorentz conditions, 
which are strong enough (as will be demonstrated 
in a later section) to imply that there is no set of 
functions which give nonzero accelerations. In the 
language used to describe the kinematic generators, 
the world-line conditions are strong enough to re­
duce the fundamental quantities ~ and ~ to the 
"standard form" given in the free-particle theory. 

Before considering the usefulness of any formalism 
to describe nature, some discussion must be made 
concerning the phenomena which it is to describe. 
In other words, an idealized example of the experi­
mental situation which the formalism is to describe 
will now be discussed. 

Consider a classical scattering experiment con­
ducted in a gravity-free laboratory. Small bodies 
(charged pith balls) are projected (by a spring-gun 
mechanism) toward a common point. They approach, 
scatter without contact, and recede from one another. 
Their positions at various instants are recorded by 
a camera taking many photographs. Only their 
positions are measured (not their momentum and 
energy). It is also assumed that measurements made 
during repetitions of the same experiment indicate 
that, for reasonable levels of illumination, the in­
tensity and color of the light which illuminates the 
pith balls does not affect their motion to any ob­
servable extent. 

An attempt might be made to describe the results 
of such an experiment by the consideration of a 
model of point particles interacting by a potential, 
or in the frame of the observer, by a Hamiltonian 
which would describe the interaction. Our present 
interest is whether such an experiment could be 
explained (the positions of the particles predicted) 
in terms of a model employing the Relativistic 
Generator Formalism for two particles. Consistent 
with the usual form of classical mechanical models, 
it shall be assumed that the effect of the measuring 
apparatus (the light illuminating the particles in 
the above model) may be reduced continuously to 
zero. 

Before proceeding further, there is another experi­
mental question to be considered-that of the trans­
formation of the coordinates of an event determined 
by one observer to the coordinates determined by 
an observer moving with respect to the first observer. 
In order to be able to speak with more precision, 
a specific type of event will be considered, for 
example, a flash of light from a particle, or the light 
reflected from a particle. In this way, an accelerated 
"event" is an event which comes from an accelerated 
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particle. While this type of an event is not all in­
clusive, it will serve to establish some of the ideas 
and i~ the type of event which is historically signifi~ 
cant m the study of classical particle mechanics. 
At the basis of the consideration of this type of 
event is the assumption that the method of measure­
ment (the emission of light or the reflection of light) 
does not affect the motion of the particles. The 
present experimental evidence indicates that the 
coordinates of a free event (the determination of 
the position of a free particle at a given time) 
transform according to the Lorentz transformation 
law-in particular, the motion of "free" photons 
and free mesons. On the other hand, there seems 
t~ be no evidence as to the transformation proper­
tIes of an accelerated event. It is not known whether 
the coordinates of an accelerated "event" measured 
by two observers in relative motion can be cor­
related by the Lorentz transformation law using 
the relative velocity and position of the observers. 
For the main part of this paper, it will be assumed 
that when this experiment is performed the result 
will be that the coordinates of the accele~ated event 
transform according to the Lorentz transformation 
law. Other possible transformation laws as well as 
their consequences are discussed later. 

Thomas2 reaches a conclusion which appears to 
be the same as the conclusion proved in this paper, 
so a short discussion will be given to his proof. 
Consider two particles, interacting with each other 
as indicated in Fig. 2. At the point 0, consider th~ 
possibility of the particle undergoing an external 
inter~ction which would change its trajectory from 
2 to 2. The acceleration of particle 1 at the point a 

as determined by the Relativistic Generator Form~ 
alism will be a function of the position and mo­
mentum of particle 1 at a, and the position and 
momentum of particle 2 at m. The acceleration of 
the first particle at the event a is now determined 
in a second, moving frame whose coordinate axes 
are indicated by the dashed lines. In this frame if 
the external interaction does not take place the 
acceleration is determined by the position and mo­
~entum of particle 2 at m', while if the external 
mteraction does take place, the acceleration of 
particle 1 at a is determined by the position and 
momentum of particle 2 at m'. Thus the acceleration 
of particle 1 at a depends upon whether or not the 
external interaction takes place. On the other hand 
in the original frame, the acceleration of particl~ 
1 at a did not depend upon whether the external 

2 L. H. Thomas, Phys. Rev. 85, 868 (1952). 

FIG. 2. Effect of 
casual interference. 

interaction took place. From this apparent contra­
diction, Thomas concludes that noninvariant world 
lines must be employed. On the other hand, the very 
fact that an external interaction may take place 
at 0 implies that at this point one cannot describe 
the motion with only a two-particle formalism, but 
some account of the external agency must be made. 
For this reason, at the point 0 it is the two-particle 
formalism which is insufficient, rather than the 
assumed transformation properties. In the same 
manner, in order to describe the interaction of two 
particles in terms of their positions and momentum 
at one instant, neither particle must be acted upon 
by an external agency. Since the instant is not in­
variant, every point on the second world line which 
may be made simultaneous with the point at which 
the external agency acts on the first particle lies 
in a region in which the two-particle formalis~ will 
be insufficient. This region is the set of all points 
which are spacelike with respect to the region in 
which the external agency acts. The region in which 
the external agency acts will be called the inter­
ference region (the point 0 in our example), and the 
points which are spacelike with respect to the inter­
ference region will be called the shadow of the 
interference. Some of these points have been dis­
cussed by Havas3 in connection with the study of 
equation of motion of particles. The result of Thomas 
may now be stated more precisely: the two-particle 
Relativistic Generator Formalism, and the usual 
transformation properties of events are not com­
patible in the shadow of the interference. Since the 
two-particle Relativistic Generator Formalism no 
longer is applicable due to the external interference 
no statement can be made as to the transformatio~ 
properties in this region based upon such an argu­
ment. In the present paper, however, we deal with 
the possible use of the two-particle relativistic 

a P. Havas and J. Plebanski, Bull Am Phys Soc 5 433 (1961). . . . ., 
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Hamiltonian formalism outside the shadow of the 
interference (i.e., where the particles are affected 
only by each other, and not by some external 
agency). In other words, what pairs of world lines 
may be described by the Relativistic Generator 
Formalism? This question is being asked before 
considerations of causality, etc. are made. If the 
formalism can describe some motion, then other 
questions may be entertained.4 

At this point, two issues might well be re-empha­
sized. Implicit in the use of the Hamiltonian form­
alism is the assumption that the initial data at one 
instant (position and momenta in the present case) 
determine, through the Hamiltonian, all higher deri­
vatives at that one instant. From this set of deriva­
tives, the entire history and future of the system 
may be constructed. In the conventional termi­
nology, this might be described as an "instan­
taneous propagation of the interaction," but such 
an appellation is misleading, since it implies that 
external interactions will be considered to determine 
the speed of propagation of a disturbance. The 
following discussion and proofs do not consider or 
make use of the more powerful restrictions which 
might be implied by the consideration of such ex­
ternal interactions and the requirement of a finite 
velocity of propagation for such a disturbance. Thus 
the question at issue might be formulated: Can the 
motion of two particles be described by a two­
particle Hamiltonian scheme, i.e., as if the inter­
action were propagated in an instantaneous manner? 

In this paper, no arguments have been presented 
to extend these results from statements concerning 
the interaction of a pair of particles to statements 
concerning the interaction of two particles and a 
field (i.e., particles with the interaction "trans­
mitted" by the field). In particular, the use of a 
dynamic field to transmit the interaction would 
imply the specification of the initial conditions of 
the field, as well as the particle variables. Such a 
situation requires a modified formulation, although 
there may well be analogous results. 

ll. RELATIVISTIC GENERATOR FORMALISM 

The extension of the Hamiltonian formalism to 
apply to relativistic systems proposed by Dirac, 1 

will be defined in a formal, semiaxiomatic manner. 
Intuitively, this formalism guarantees the relati­
vistic invariance of physical laws by expressing the 
laws in terms of a set of ten "fundamental quantities" 
whose Poisson bracket relations have the same 

4 See Appendix. 

structure as the Lie algebra of the Lorentz group.' 
These fundamental quantities are assumed to exist, 
and are identified with the generators of infinitesimal 
Lorentz transformations. Thus the change in a 
dynamical quantity (represented by a function over 
phase space) in going from one frame to another 
frame is assumed to be given by the Poisson bracket 
of the dynamical quantity with the corresponding 
fundamental quantity. It is also assumed that the 
change of a dynamical quantity with time in a 
given frame is determined by the Poisson bracket 
of the quantity with the fundamental quantity H. 
The concept of guaranteeing relativistic invariance 
by the association of the laws with the representa­
tions of the Lorentz group was proposed by Wigner,7 
although he developed this concept only for free­
particle systems, or equivalently, to the motion of the 
center of mass of a system (an irreducible system). 
Thomas8 also discussed but did not develop some 
of these ideas for general systems from more of a 
geometric point of view. An explicit extension of this 
formalism to the internal coordinates of a complex 
system (a reducible system), which shall be called 
the Relativistic Generator Formalism, was intro­
duced by Dirac, who presented the postulates upon 
which the extension rests and the physical reasoning 
which argues that such a set of postulates provides 
an extension which is the correct method of guar­
anteeing the relativistic invariance of physical laws. 
Thomas2 discusses the question of the compatibility 
of the extension proposed by Dirac and the tra­
ditional Lorentz transformation law for the co­
ordinates of an event in special relativity. His posi­
tion is that if these two sets of ideas are not con­
sistent for the description of interacting systems, the 
Relativistic Generator Formalism, rather than the 
geometric aspects of special relativity, is to be re­
tained. Thomas2 and later Bakamjian and Thomas9 

developed the formalism for classical systems, and 
obtained sets of nontrivial fundamental quantities 
which satisfy the Lorentz conditions. Recently, 
Foldylo has developed further the Relativistic Gener­
ator Formalism with a discussion of its application 

6 A more detailed discussion and justification of the Rela­
tivistic Generator Formalism may be found in reference 6. 
This work considers the geometric properties within the 
context of the relativistic generator formalism, and so, while 
leading to considerations of transformations in the for­
malisms, it does not leave one in the position of being able 
to judge the value of the formalism itself. 

6 D. G. Currie, T. F. Jordan, and E. C. G. Sudarshan, 
Rev. Mod. Phys. 35, 350 (1963). 

7 E. P. Wigner, Ann. Math. 40, 149 (1939). 
8 L. H. Thomas, Rev. Mod. Phys. 17, 182 (1945). 
9 B. Bakamjian and L. H. Thomas, Phys. Rev. 92, 1300 

(1953). 
10 L. L. FoIdy, Phys. Rev. 122, 275 (1961). 



                                                                                                                                    

RELATIVISTIC HAMILTONIAN PARTICLE MECHANICS 1475 

to quantum mechanics. The general philosophy of 
the Relativistic Generator Formalism in classical 
mechanics, and its relationship to relativistic in­
variance are well illustrated and discussed by 
Sudarshan.ll •

12 Specific examples of the use of this 
formalism in its conventional sense to obtain an 
interaction theory may be found in the work of 
Sudarshan,12 Foldy,IO and Bakamjian and Thomas.9 

Dirac, in his presentation of the extension of the 
Hamiltonian Formalism, discusses two logically dis­
tinct structures. The first consists of an axiom 
system which comprises the Relativistic Generator 
Formalism. The second part of Dirac's discussion 
consists in establishing a correspondence between 
the elements of the axiom system (like the funda­
mental quantities) and physical or empirical con­
cepts (like the transformation of measurements per­
formed in different frames). It is by such a corre­
spondence that deductions made within the axiom 
system may be related to experimental results. The 
two parts shall be considered separately to facilitate 
the separation of mathematical and physical aspects. 

Formally, a classical, relativistic, two-particle 
theory in the Relativistic Generator Formalism is 
defined by a set of ten real functions (called funda­
mental quantities) of the twelve variables q!, q~ 
and p!, p~, (i = 1, 2, or 3), which are called the 
individual variables. These functions satisfy the 
Poisson bracket relations of (1), where the Poisson 
bracket of two arbitrary functions A and B of the 
individual variables is defined by 

"aA aB aA aB 
[A, B] == L., aq" ap~ - ap" aq~' 

',n "" " ... 
(19) 

The fundamental quantities are assumed to be 
differentiable functions of the individual variables. 

The product of two fundamental quantities, or a 
fundamental quantity and one of the variables, is 
the ordinary product of functions. Thus the defini­
tion of the Poisson bracket implies that [A, BC] = 
B[A, C] + [A, B]C, so the Poisson bracket defines 
a derivation. 

This defines the formal structure of the Rela­
tivistic Generator Formalism. Any set of functions 
satisfying the Lorentz conditions defines a theory 
in the formalism. Some relationships will now be 
developed within the formal structure. Defining the 
exponential function by 

11 E. C. G. Sudarshan, 1981 Brandeis University Summer 
Institute, Lectures in Theoretical Physics (W. A. Benjamin 
Inc., New York, 1962), Vol. 1. 

12 E. C. G. Sudarshan, "Hamiltonian Dynamics of Rela­
tivistic Particles" NYO 9680 (1961) (unpublished)(' and 
"Principles of Classical Mechanics" NYO 10250 1963) 
(unpublished). 

ear .AIB == B + arB, A] + !a2 [[B, A]A] + 
== exp (a[ , A])B == e-a(A, IB, (20) 

the function fa is defined byexp (a[ , ADf, where A 
represents one of the fundamental quantities. Thus 
fa consists of a one-parameter family of functions, 
labeled by the parameter a. The parameters T, 

ai, 9i , and ai will be associated with the fundamental 
quantities Sj, ~i' 3i, sri, respectively. The deriva­
tive of f with respect to a may be defined as follows 
and, from the properties of the Poisson bracket, 
equals 

aflaa == lim l/a(fa - f) = [f, A]. (21) 
a~O 

More explicitly, let us write this out fully for the 
case of t and Sj: 

:~ = [f, Sj] = :~! [q:, Sj] + :~~ [q~, Sj] 

+ :;! [p:,Sj] + :;~ [P~,Sj] 
.1.EL + .2.EL + .1.EL + '2.EL. (22) 

qi aq! qi aq~ Pi ap! Pi ap! 

In order to simplify later equations, a new set 
of variables, called the collective variables, will be 
defined by 

Qi == !(q: + q~), 
(23) 

PI == P: + p~, 
- 1 2 (1)"(P" ") Pi = Pi - Pi = - i-pi, 

These equations may be solved to obtain the inverse 
equations 

p~ = !Pi + !(-I)"Pi' (24) 

The individual variables, in terms of which the col­
lective variables are defined, are a canonical set 
with respect to the Poisson bracket of (19), From 
this it may easily be shown that the collective 
variables form a canonical set. Since the collective 
variables are canonical, the Poisson bracket defined 
in terms of the collective variables is identical to 
the Poisson bracket defined in terms of the individual 
variables. 

For reasons which will appear later, we shall be 
interested in restricted transformations, which are 
defined as transformations of the variables which 
do not affect the positions. Working with the col­
lective variables, the most general restricted trans­
formation has the form 

gi = qi, Pi = Pi + fi(qi, Pi' Qi' Pi), 

Pi = Pi + Fi(qi, pi, Q;, Pi)' 
(25) 
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If the restricted transformation is required to be 
canonical, that is, [<]i' Pi] = 0;; and [Qi, Pi] = Oij 
with all other Poisson brackets of the variables 
vanishing, certain restrictions upon the functions 
ti and F, are implied. Thus the nonvanishing Poisson 
brackets imply 

at;/api = 0, (26) 

respectively, for all values of i and j. This in turn 
implies that ti is independent of Pi and Fi is inde­
pendent of Pi. In the same manner, the vanishing 
of [<]i, Pi] and [Qi, Pi] implies that Fi is independent 
of Pi and ti independent of Pi, so both ti and Fi 
are functions of the positions only. The vanishing 
of [Pi, Pi] and [Pi' Pi] imply that the curl of ti 
with respect to qi, and the curl of Fi with respect 
to Q i vanish, which implies, by the use of Stokes 
theorem, that there exist functions / and F, the 
gradients of which are ti and F i , that is, 

ti = ajjaqi = U, p,] = - [Pi' /]' 

Fi = aF/aQ; = [F, Pi] = -[Pi, F). (27) 

Finally, the vanishing of [Pi, Pi] implies, by the 
Jacobi identity, 

a/aqi a/aQi(f - F) = 0, (28) 

so that /(qi, Qi) = F(qi, Qi) + U(qi) + r(Qi). 
Since only the derivative of / with respect to qi 
ever appears in the transformation equations for 
the variables, the function r(Qi) does not affect 
the transformation of the variables, and may be 
dropped. The most general restricted canonical 
transformation is thus defined by the two functions 
F(q;, Qi) and U(qi), where / = F + u. On the other 
hand, every such set of functions defines a restricted 
canonical transformation of the variables, such that 

Pi = Pi + F; = Pi + [F, P,] = Pi + aF/aQi, 

Pi = Pi + ti = Pi + [/, Pi] = Pi + [F, Pi] (29) 

+ [u, p,] = Pi + aF/aqi + aU/aqi. 

Several theories in the Relativistic Generator 
Formalism will now be considered. The first in the 
"free theory" which was defined in the previous 
section, for which both the acceleration and the 
change in momentum vanished. The vanishing of 
either could be used as a criteria to specify that a 
set of fundamental quantities describes a free theory. 
Although the latter criteria is perhaps more con­
ventional, in this paper the former shall be used 
since it is the position and its changes with respect 
to time which are being measured. Thus a particle 

will be considered free as long as the world line of 
the particle is straight in four-space. Although the 
distinction between the two criteria is inconse­
quential for this theory, the next theory to be con­
sidered has vanishing acceleration, without a van­
ishing change in momentum. 

This theory is defined by a set of generators which 
are the same as for the free theory, except that 

w
n ~ w~ == ({p7 + (-l)"qiX(qkqk) }{p7 + (-l)"qiX) 

+ (mn )2)! == (P~iP~i + m!)l. (30) 

For this theory, a calculation with the Poisson 
brackets gives, the velocity to be p~j w~ and the 
acceleration vanishes. The time rate of change of 
the momentum is (O'i + q,qi ax/al)v7. Thus in 
terms of the change of momentum the motion is 
not free, since the momentum changes with time. 
On the other hand, the velocity is constant, so the 
world lines of the particles are straight lines. Since 
we are considering the position as the quantity 
which is measured, and are not attempting to meas­
ure the momentum, our attention is directed to the 
straight world lines, and the motion will be called 
free. This theory also obeys the world-line condi­
tions mentioned in the introduction. 

Up to now in this section, the formal part of the 
Relativistic Generator Formalism has been defined, 
discussed, and developed. However, in order that 
the formal structure be useful in physics, a relation­
ship between the structure and empirical concepts 
and operations must be established. One part of the 
correspondence has been implicitly introduced al­
ready, the quantity q" is identified as the position 
of the nth particle measured in the manner which 
will be discussed in the next section. As previously 
mentioned, the extra restriction of identifying the 
p" with some other observable, called the momentum 
of the individual particles, will not be attempted. 
The primary identification is the identification of 
the fundamental quantities with the generators of in­
finitesimal Lorentz transformations. As thus stated, 
the identification may be intuitively reasonable, but 
it lacks mathematical precision, so the idea of an 
infinitesimal Lorentz transformation will be de­
veloped more precisely and then a more precisely 
defined identification will be made. 

Dirac in his article is rather free with identifica­
tions. In addition to the mentioned identifications, 
the fundamental quantities are identified with such 
quantities as the total momentum and the total 
energy, and the P" with the individual particle mo­
mentum. If the latter identifications are made (with 
the assumption that the energy-momentum trans-
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forms as a four-vector) in addition to the previously 
mentioned ones, it can quickly be shown that the 
only theory that is admissible is the free theory.'3 
If we postulate that some quantity is both the 
generator of translation, and the value of some 
measurable quantity (momentum), then the postu­
late of our logical system implies some experimental 

b d II' knowledge, i.e., the postulate may not e ma e III 

all possible worlds". It is logically possible that the 
axiom system is not only wrong when compared to 
nature, but lies beyond the domain of verifiability 
and meaning. Thus to ensure a meaningful develop­
ment, the identifications, if they be multiple, should 
first be made singly to see if this is valid, and then an 
attempt be made to combine them. As a side note, 
however, it should be noted that the interest in a 
momentum identification arises in quantum theory, 
where it is common to prepare and measure states 
which are essentially eigenstates of momentum (in 
and out scattering states). The eigenstates of position 
(upon which translation and rotation would be de­
fined) are not of much practical use so it is the second 
identification which assumes greater importance, the 
first identification serving mainly to justify the intro­
duction of the Poisson bracket relations of the funda­
mental quantities. 

The correspondence of Dirac may now be pre­
cisely stated as the identification of the parameter 
a. with the spatial separation of space-translated 
frames, T with the relative time translation, 8. with 
the relative rotation about the q. axis, and (¥. with 
the tangent of the relative velocity of the frames. 
Dirac presents physical reasons why such an identi­
fication is reasonable. 

m. GEOMETRIC ASPECTS OF DYNAMICS 

In the next section, a formal structure for the 
geometric aspects of measurement will be developed. 
In order to clarify what this represents, and to dis­
tinguish between definition, postulate, and empirical 
concepts, some of the ideas of position and time 
measurement and descriptions in other frames will 
be discussed. The object of this discussion is to 
demonstrate the relationship of the formal struc­
ture, which will be presented in the next section, 
to dynamics and the actual procedure used to de­
termine the position, as a function of time, of an 
artificial satellite, or one of the moons of Jupiter. 

The method of measurement to be used will be 
called the optical method, and the position and 
time so determined, the optical position and optical 
time, or the optical coordinates. The primary instru-

13 See Appendix of reference 6. 

ment used to determine the optical position is the 
theodolite an instrument which measures the angle , . 
of incidence of an incoming ray, or pulse of hght 
with respect to a frame of reference defined by the 
base of the physical instrument. The theodolite is 
also equipped with a phototube which denotes the 
instant at which a pulse of light arrives. Some type 
of clock is used to determine from the phototube 
signal the time of arrival of the pulse. An observa­
tion station consists of two theodolites mounted on 
the ends of a metal rod which is taken as the stand­
ard of length. Thus if a flash of light is observed, the 
angle of incidence at both theodolites is measured 
as well as the time of arrival at each theodolite. From 
this set of six numbers (two angles and a time of 
arrival determined at each theodolite), four num­
bers are selected: both angles from the first theo­
dolite, and one from the second, and the time of 
arrival at the first theodolite. These four numbers 
are called the initial optical data, and characterize 
an event. Questions as to whether they are the 
"true" time of arrival, or angles are meaningless. 

From the set of four numbers, a function of the 
initial optical data is defined which is called the 
optical position. The form of the function is that 
which would be obtained if it were assumed that 
light travels in straight lines, and space is Euclidian. 
This formula, using the initial optical data, may be 
employed to give a set of three numbers called the 
optical position of the event with no assumptions 
necessary concerning the nature of space and light. 
The optical position will have its familiar properties, 
however, only if light propagates in straight lines 
in a Euclidian space. In the same manner the time, 
or the fourth coordinate, of the event is defined as 
the time of arrival of the pulse at the first theodolite, 
corrected by an interval calculated as if light traveled 
at a uniform velocity in a straight line from the 
optical position of the event to the first theodolite. 
Thus from the four numbers of the initial optical 
data, four numbers, called the optical coordinates 
of the event, are calculated by the given formula. 

A second observation station, composed in the 
same manner as the previous one, is located at a 
different point in space. The question of the equality 
of the rods and the equivalence of the clocks is re­
solved by measuring the position of the ends of the 
rod of the new station from the old station. If the 
separation, so determined, is constant and equal to 
the length assigned to the rod of the original sta­
tion, the rods will be said to be equal. Clock syn­
chronization is achieved with light signals and using 
the convention that the propagation of light occurs 
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with the same velocity in each direction. A second, 
later synchronization assures that the rates are 
equal. The detailed considerations of measurement 
theory have been rather crude, since a proper con­
sideration would be much more lengthy; and this 
is not intended as an investigation of geometry. It 
is hoped that the points skipped here will not confuse 
the later developments. 

In discussing the formulas which were used to 
determine the optical coordinates of the event from 
the initial optical data, it was illuminating to assume 
the convention that the space was flat and light 
followed a null geodesic in order to "derive" the 
formula which defines the coordinates in terms of the 
initial optical data. With two stations, this assump­
tion becomes more than conventional, for the as­
sumption implies that, given the relative separation 
and orientation of the observation stations, and the 
optical coordinates determined in one frame, the 
optical coordinates in the second frame may be 
calculated. The agreement of the measured vs 
calculated values for the optical coordinates de­
termined by the second observer is required to 
maintain the assumption of the Euclidian nature of 
space and geodesic propagation of light. Thus these 
properties become testable premises for two stations. 

Let us now return to the question of the trans­
formation properties of free vs accelerated events. 
The part of this question which interests us takes 
the experimental form of being able to find points 
(pair of events) which, to one observer, appear 
coincident and simultaneous, while to a second 
observation station, they are no longer coincident. 
If the observed events have this complicated prop­
erty, the analysis is much complicated, so we shall 
make the previously mentioned assumption that 
this is not the experimental situation. In later 
terminology this is equivalent to assuming that the 
strong world-line condition holds. It is unfortunate 
that, in the interest of brevity, this assumption 
must be made, since as will soon be seen, if in­
teraction is described by the Relativistic Gener­
ator Formalism, then the experimental situation 
must be of this strange type. The remainder of the 
paper will show that this is the case, and a general 
discussion of the situation will be made at the end. 

Now proceeding with the assumption that events 
which are simultaneous and coincident in one frame 
are so in all frames, where this property is called 
the strong world-line condition, the geometry of 
space and the propagation of light may be con­
sidered. The convention that light follows a null 
geodesic will be made, so the empirical question is 

the geometry of space.14 The determination of the 
optical coordinates of events by the two observation 
stations may now be compared to decide whether 
or not these positions may be related by the Eucli­
dian transformation, using the relative position and 
orientation of the stations determined by optical 
observation. If the positions are related by the 
Euclidian transformation, then the structure of space 
as determined by the optical measurements is com­
patible with the assumption of Euclidian geometry. 
By the observation of many events by many ob­
servers, we obtain the experimental result that the 
space containing the events which are measured by 
optical measurements, can, to a certain level of 
accuracy, be assigned a Euclidian structure. 

Since all the measurements by different stations 
have, up to now, been by stations which are at rest 
with respect to one another, the geometry of space 
has been considered, but not the geometry of space­
time. To complete the investigation of the geometry 
of space-time, the data obtained by observation 
stations which are moving with respect to one 
another must be used. These stations observe one 
another, and are said to be equivalent if the rest 
lengths of the standard bars are the same. The rest 
length of a bar is defined by the usual formula result 
which gives the rest length in terms of initial optical 
data in Lorentzian space-time. Thus it has the usual 
meaning in Lorentz space-time, and is well defined 
regardless of the geometry of space-time. The rela­
tive velocity, position, and orientation of the frames 
may also be determined. They may then observe 
other events and determine the geometry of four­
space, that is, the geometry which is compatible 
with the coordinates of events as determined by the 
optical measurements. It might for example be Lo­
rentzian, Galiliean, or near a heavy mass, Schwarzs­
childian. We shall assume that the experiments will 
indicate that the geometry so determined in our 
space-time region of interest is Lorentzian. If the 
geometry as determined by free events is Lorentzian, 
then the assumption of the strong world-line condi­
tion may be rephrased in the following form; let 
the events which originate from free particles de­
termine the Lorentzian geometry, and let the events 
from accelerated particles determine some other 
geometry. The strong world-line condition now says 
that the geometry determined by the accelerated 
particles is also Lorentzian. 

Having explained what will be meant by the 
"position" of an event, and by the assumption that 

14 H. Reichenbach, The Philosophy of Space and Time 
(Dover Publications, Inc., New York, 1957). 
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space is Lorentzian, we shall now explain what will 
be meant by a particle, or more properly, a particle 
explanation of observations of events, in a non­
quantum theory. 

In general, the concept of a particle is a construct 
by which certain kinds of observations may be con­
veniently explained. The type of observations which 
suggest a particle for their explanation consists of 
a set of events (which might be flashes, or "reflec­
tions") which are all timelike with respect to one 
another. By timelike, is meant that the time order 
given to the flashes by all observation stations is 
the same. If, rather than assuming the strong world­
line condition, space had been assumed Lorentzian 
only with respect to events which originate on un­
accelerated bodies, then for accelerated events there 
might be no time-ordering properties. We now con­
sider directly the transformation properties of events 
originated by accelerated particles (that is, members 
of sets of events which are timelike with respect to 
each other in the present frame and not on a straight 
line). If the coordinates of the events which compose 
a curved world line transform according to the 
Lorentz transformation laws, that is, in the same 
manner as the coordinates of the events upon a 
straight world lines, then the strong world-line con­
dition is said to be satisfied for these events. This 
implies that the transformation properties of an 
event are independent of the adjacent events on the 
world line (whether the segment of the world line 
is straight or curved), or of the forces acting upon 
the particle which originates the event. If this is 
true for all world lines, that is, for all events which 
are to be considered in the theory, then the extended 
strong world-line condition is satisfied, which means 
that the coordinates of every event, regardless of 
the world line it is on, transform in the same manner 
as the free events. If the transformation properties 
of the coordinates of an event are the same for 
identical world lines, that is, the transformation 
properties of the event are implied by the world 
line to which it belongs, then the set of events which 
compose the world line is said to obey the weak 
world-line condition. Intuitively, this means that 
if two different kinds of forces produce the same 
world line, then the coordinate transformation of 
the world-line events does not depend upon the type 
of force. If this is true for all trajectories, then the 
extended weak world-line condition is satisfied, which 
intuitively means that, if two force fields produce 
the same trajectories, they cannot be distinguished 
by the transformation properties of the coordinates 
of events. It should be noted that the idea of dy-

namics has now been extended. Originally, dynamics 
was to determine or describe the motion of particles 
in one frame. If we limit ourselves to this point of 
view, then the world line conditions have nothing 
to do with dynamics. On the other hand, if we wish 
to have a theory which also explains the transforma­
tion properties as one goes from frame to frame, then 
this extension may prove to be very involved, 
especially if the experimental situation should be 
such that the weak world-line condition is not 
satisfied. Then two different extended theories may 
have the same dynamics (predict the same tra­
jectories), but predict different transformation prop­
erties. The extended weak world-line condition im­
plies that if two types of dynamics produce the same 
motion, they are indistinguishable. The satisfaction 
of the strong world-line condition implies that the 
transformation properties of coordinates of an event 
do not depend upon the motion of the source of the 
event. For the bulk of the paper, the strong world­
line condition will be assumed. The possibility of 
it not being maintained is discussed in the final 
sections. 

In a given frame, we may have a position func­
tion, which is the position expressed as a function 
of time. A given infinite set of events will determine 
a position function. In a different frame, these 
events will determine a different position function. 
The next section will consider relationships among 
the generators of infinitesimal Lorentz transforma­
tions, and between the generators and the position 
functions. In this section, the intention has been 
to exhibit the motivation behind the mathematical 
assumptions which are used in the next section. 
The use of the phrase "world-line condition" will 
henceforth imply the extended strong world-line 
condition. 

IV. GEOMETRIC FORMALISM 

This section consists of the derivation of commuta­
tion relations among the generators of infinitesimal 
Lorentz transformations in a realization of a degree 
four, and relations between these generators and 
certain subsets of the realization space. The reasons 
for an interest in such a mathematical structure, as 
well as its relation to physical theories, are discussed 
in the previous and following sections. In this section, 
the intention is to state all hypotheses and to make a 
semblance of a proper mathematical proof of the 
results. 

Let M represent a four-dimensional vector space 
over the real numbers. In a given basis, denoted by 
Xp (f.L = 0, 1, 2, 3) or t and X; (i = 1, 2, 3), twill 
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be called the time, and X, the position of the point, 
and the time and position collectively will be called 
the coordinates of the point. An interval is defined 
by the "metric" tensor: gOO = _gIl = -l2 = 
_g33 = 1. 

Consider a set of transformations upon M defined 
by X~ = A;X. + a" where the a" are real numbers, 
and A; is a real matrix which obeys the relations 
(i) A'" A: = g'~, (ii) Ag > 0, and (iii) Det A; = 1. 
The set of all such transformations will be denoted 
by P, and called the Poincare set of transformations 
(or the inhomogeneous Lorentz set of transforma­
tions). By conventional methods, it can be shown 
that the Poincare set is a ten-parameter, connected 
Lie group, with a realization15 of degree four in the 
space M. For the present purposes, the Poincare 
group may most easily be studied by considering 
separately several sets of one-parameter subgroups. 

The first of these is the time-translation subgroup, 
defined by X~ = Xi' tf = t - T. An obvious calcula­
tion shows that time translation, for any value of T, 

is an element of the Poincare set, and that T is a 
canonical parameter for the Poincare group. The 
same is true for the transformations and parameters 
to be introduced in the next paragraph. Now let 
us express this transformation in the form16 

(31) 

For small values of T, these equations take the form 

t' = t - TXt = t - T, 
(32) 

where X is the generator of an infinitesimal trans­
lation.17 By comparing the equations with the ones 
obtained from the definition of the transformation, 
the result of the infinitesimal generator acting upon 
the various coordinates may be determined to be 
XXi = 0 and Xt = 1. 

In the same manner, a space translation (st) in 
the j direction of magnitude aj, a space rotation (sr) 
about the j axis of magnitude OJ, and a Lorentz 
rotation (Lr) in the X; - t plane of magnitUde aj, 
for small values of the parameters, are defined by 

X~Oi) = Xi + o,ja;, 

x:or) = Xi + OjEiikXk, 

t, 

t, 
X;Lr) = Xi - Oijajt, t(Lr) = t - ajX;. 

(33) 

15 H. Weyl, The Theory of Groups and Quantum Mechanics 
(Dover Publications, Inc., New York, 1931), p. 14. 

Ie The sign convention used here differs from the more 
common usage (see reference 17), but in order to maintain 
the usual sign convention for (i) Dirac's canonical transfor­
mation, (ii) Lorentz conditions, and (iii) the same sign for 
Brp as [18, rpl, this convention is necessary. 

17 P. M. Cohn, Lie Groups (Cambridge University Press, 
Cambridge, England, 1957). p. 66. 

Denoting the generators of infinitesimal space trans­
lations, space rotations, and Lorentz rotation by 
CP" ,g" X" respectively, and comparing with (33), 
the result of the generators of infinitesimal trans­
formations acting upon the coordinates is CPiX; = 

-Oi;, CPit = 0, ,g,X; = Ei;kXk, ,g,t = 0, XiX; = Oi;t, 
and x,t = X,. The generators may also be expressed 
as derivatives with respect to the coordinates in M 
space, having the form 

X = a/at, (34) 

(35) 
X, = t a/ax, + X, a/at = X,X - tCP,. 

Commutation relations between these generators 
may be calculated to be 

(36) 
[X, CP,]. = 0, [X, ,g.]. = 0, 

[CP" ,g;]. = EijkCPk , 
(37) 

(38) 

For example, 
a a a a 

[cp" CP;]. == CP,CP; - CPjCP, = ax, ax; - ax; ax, = 0, 

(39) 

and 

[a,;, x;]. = CPi(XjX - tCP;) - (XjX - tCP;)CP, 

- oijX + XjCPix - tCPiCPj - X;XCP i + tcPjCPi 

-OijX. (40) 

Let us now consider a set of points of M. An ele­
ment of the Poincare set transforms each point to a 
new point, and thus transforms such a set into a 
new set. A set of points of M will be called a world 
line, and denoted w if it has the following properties: 

(i) the square of the interval defined by the 
"metric" tensor between any two elements of 
w is positive; 

(ii) the set w is closed and there is a point between 
any pair of points (i.e., w is homeomorphic 
to real line); 

(iii) the set w is unbounded (i.e., it extends in­
finitely forward and back in time). 

The set of all w is denoted W. 
Due to the above properties, the set of points of 

M which comprise a world line may be specified by 
three continuous functions whose slopes are less 
than unity. Each of these functions specify one of 
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the three "spacelike" coordinates of the world line 
as a function of the "timelike" coordinate. The set 
of three functions will be called the position func­
tion (x), and each individual function will be called 
a component of the position function [Xi or Xi(t)]. 
To every position function (set of three functions 
with slope less than unity) there is an element of W. 
The set of all analytic position functions will be 
denoted ~. 

An element of the Poincare group maps the co­
ordinates of a point of M into a new set of coordi­
nates. This may be considered to be either the trans­
formation to a new frame of reference while we con­
sider the "same" point, or the mapping of each 
point of M into a new point. The latter interpreta­
tion shall be used, since it facilitates the discussion 
of the ideas involved. Thus an element of the 
Poincare group maps a point of M into a new point 
of M. In the same manner, an element of the 
Poincare group will map a set of points in M to a 
new set of points. The new set of points into which a 
world line w is mapped will be denoted w'. Since the 
transformations of the Poincare group are contin­
uous and do not change the value of the interval 
between two points, the set w' satisfies the conditions 
required of a world line if these conditions were 
satisfied by w. Thus the set of world lines W is 
closed under the Poincare set of transformations. 

Let the position function associated with the 
world line w' be denoted x'. Since an element of the 
Poincare group transforms w to w', by the above 
association, the same element of the Poincare set 
may be said to transform X to x'. Thus the result 
of an element of the Poincare group acting upon the 
set of position functions may be defined. By the 
above procedures, the following equation acquires 
a well-defined meaning: 

(41) 

where <B represents one of the generators of in­
finitesimal Lorentz transformations, and b its param­
eter. For a small value of the parameter, the new 
function will not differ greatly from the old position 
function, so the new position function may be written 
as the sum of the old position function, and another 
function, in the form x~( ) = x.( ) + b7/.( ). By 
comparison, the definition of 7/. is - ffiXi. 

The next object is to calculate ffiXi( ) for the 
various particular generators. The operator e-b<B, 

acting upon a point m of M, yields the new point 
m' of M. If the point m lies upon a world line with 
position function Xi( ), then the coordinates of the 
point are given by t = to, Xi = x.(to). The co-

ordinates of m' are given by t' = e-b4l
, to to -

b<Bto == to - bCB, and X~ = X. - b<BX. == X. - b&., 
where the functions & and CB. are defined by these 
relations. On the other hand, w' is a world line, and 
m' is a point of this world line. If x~( ) is the position 
function of w', then the position of m' is X~ = xW'). 
In order to determine the function x~ ( ) expressed 
in terms of the function X.( ), the expressions for 
t' and X~, in terms of to, x.(to), are substituted into 
the equation for X~, yielding 

X~ = Xi - bCB,ex.(to), to) = x;(to) - bCB; = xW') 
= x~(to - b&ex;(to) , to) = xWo) - bX;(to)&. (42) 

Expressing x~( ) as x; + b7/; as discussed above, 
and dropping terms of second order or higher in b 
(that is, considering a very small transformation), 

x;(to) - bCB. = Xi(tO) + b7/.(to) - bXi(tO)& + 
(43) 

7/;(to) = -CBexi(tO), to) + x.(tO)&exi(tO), to). (44) 

Since the value of to was arbitrary (no special 
properties of its numerical value were used), this 
equation is true for all values of to; thus 

<Bx;(t) = -7/;(t) = CB;ex;(t), t) - x;(t)&(x;(t) , t), (45) 

<Bx;(t) = <BX. - x;(t)<Bt. (46) 

The change in the position function due to the 
infinitesimal Lorentz transformation may now be 
determined, 18 

(PiX. = (PiX; - X(Pit = - O'i - xO = - Oij, 

(47) 

XiX. = O;i t - x;Xi = O.i t - XiXi 

= XiJCX; - t(PiX; = exiJC - t(Pi)X;. 

Thus the position function in a Lorentz-trans­
formed frame can be obtained by the expression of 
the Lorentz generator X. in terms of JC and (Pi, 
which appeared for the transformation of the co­
ordinates of a point in the new frame. In other 
words, the decomposition of the Lorentz transforma­
tion on a point into a space translation and time 
translation can also be achieved in a comparatively 
simple manner for the position functions. 

The usual geometric results of special relativity 
can be quickly derived in the above formalism, as, 
for instance, the Lorentz contraction of a rod (com­
posed of uniformly moving particles) in a moving 

18 M. H. Pryce [Proc. Roy. Soc. (London) A19S, 621 
(1948)] has obtained results which are essentially these equa­
tions, but he uses them only for the motion of the center of 
mass. 
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frame, and the relativistic composition of velocities 
for a uniformly moving particle. Since it is not 
limited to uniformly moving particles however, these 
results are easily generalized to determine the posi­
tion function of a particle in a transformed frame. 

If a description at one instant is desired (as will 
occur in the Hamiltonian formalism), it is convenient 
to choose this instant to be t = 0, and then the 
above equations become 

which are called the geometric world-line conditions. 

V. DYNAMIC POSITION 

The Relativistic Generator Formalism has been 
defined, and some theorems within this formal struc­
ture have been proved in Sec. II. Another formal 
structure was defined and developed in the previous 
section, and it was intuitively identified with 
empirical concepts and operations in Sec. III. In 
order that the results derived in the Relativistic 
Generator Formalism may be related to the results 
of experiments, some explicit connection between 
the formalism and empirical concepts must be made. 
This may be done through a correspondence estab­
lished between the Relativistic Generator Formalism 
and the geometric formalism, and an identification 
between the geometric formalism and empirical 
concepts. Part of the correspondence is explicitly 
mentioned in Dirac's paper, that is, functions (funda­
mental quantities) are assumed to exist which cor­
respond to the generators of infinitesimal Lorentz 
transformations, in that they generate the change 
which functions defined on phase space undergo in 
going to a transformed frame. To be consistent with 
this picture, these fundamental quantities are re­
quired to have Poisson bracket relations isomorphic 
to the commutation relations of the geometric 
generators. 

In a classical particle theory, however, the change 
of certain functions (the particle positions) must 
have a well-defined form if the particle position is 
to be identified with the series of events which are 
observed as the trajectory of the particle. In the 
geometric formalism, the position function (or the 
geometric position function) was a function of time 
which gave the position of the particle at each 
instant. For the correspondence, it is assumed that 
there is a function defined over phase space (the 
dynamic position function) which has the value of 
the position of the nth particle for every state of the 
system represented by a point in phase space (pure 
state). If no such function can be defined over phase 

space which gives the position of each particle for 
any pure state of the classical particle system, then 
the Relativistic Generator Formalism would seem 
to be a rather inadequate method of description for 
classical particle dynamics. 

If the dynamic position function (~) is to be 
identified with the position of the particle, there are 
certain relationships it must satisfy in order to 
justify such an identification. In the previous sec­
tion these relationships for the geometric formalism 
were developed. Thus from the requirement that 
in a space-translated frame, the change in the posi­
tion function equals the change in position of the 
origin of the frame of reference, the geometric trans­
lation world-line condition CPix; = - Oil was ob­
tained. Since \13. is to generate a space translation, 
and ~ is to represent the particle position in the 
Relativistic Generator Formalism, the dynamic 
world-line condition is [\I3i' r;] = - Oil' If the func­
tion \13. is to transform the position function for 
each particle to the form which it would have in the 
translated frame, then [~7, \l3i] = Oil must be satis­
fied. This is the minimum requirement that \13; 
transform all functions of phase space to the form 
which they would have in the transformed frame. 

In the same manner, if 3. is to transform all func­
tions to the form in which they would have a rotated 
frame, then since the transformation of a point under 
rotation is assumed known, the geometric rotation 
world-line condition is expressed by JJ.x7 = €iikX~ 
and the dynamic rotation world-line condition is 
[3., ~7] = €iik~k' For the Lorentz transformation 
if the transformation properties of an event are 
known to be according to the Lorentz transforma­
tion law, then by the derivation of Sec. IV, the 
geometric acceleration world-line condition is X i x7 = 
x7JCx7 - tCP i x7, and the dynamic acceleration world­
line condition is thus [sr., ~7] = ~7[4', ~7] - t[\I3i' ~;]. 

Let us consider the role of the t in this equation. 
As mentioned in the previous section, it is normally 
set equal to zero. The value of the parameter actually 
indicates the time separation between the time about 
which the Lorentz rotation takes place, and the 
time at the point on the geometric world line, just 
as X~ is the spatial distance between the position 
about which the Lorentz rotation takes place and 
the position of the point on the world line. Thus, in 
setting t to zero, invariance is not being required 
for all possible Lorentz transformations, but only 
those which "rotate" about the instant for which 
the function of phase space gives the values of the 
dynamical quantities. A seemingly more restrictive 
form of relativistic invariance could be obtained by 
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requiring that the acceleration world-line condition 
be true for all values of t, but this appears to give 
essentially the same results, since the position at the 
later time in the Relativistic Generator Formalism 
is determined by e-T[.v. 1 ~. 

Since the functions are combined by ordinary 
multiplication, the geometric position function of the 
various particles obviously commute, thus implying 
the usual vanishing of [~7, ~~l. It is then plausible 
to assume that a canonical transformation may be 
made on q7 (in terms of which the Poisson bracket 
and the fundamental quantities are defined) to ~7 

so that the Poisson brackets and generators are de­
fined in terms of ~7. Changing the notation (de­
noting this ~: by q7), the dynamic world-line condi­
tions now have the form 

= Oij, [q7, S\l = 

q7[q7, ~], 
(49) 

where the fundamental quantities are functions of 
q7 and p7, which are a canonical set. 

VI. KINEMATIC FUNDAMENTAL QUANTITIES 

The fundamental quantities \.P, and 3. are often 
considered on a slightly different footing than 5) 
and sri' It is conventionally assumed that these fun­
damental quantities have a "standard form" given 
by \.Pi = p! + p~ = Pi and 3i = Eiik(q~P! + q~pD. 
The reasoning which justifies such an assumption 
is based upon the usual identification of these funda­
mental quantities with the linear and angular mo­
mentum and, due to the assumed conservation of 
these quantities for all acceptable interactions, their 
form should not be dependent upon the form of the 
interaction. Thus they should have the above "free" 
form, and are referred to as the kinematic funda­
mental quantities. The assumption that they have 
the standard form enters the formal structure as a 
postulate, motivated by the above considerations, 
and the interpretation of these quantities as the 
linear and angular momentum. 

Since the world-line conditions are intended to 
express, at least in part, the role of interpretation 
in the dynamics, one might hope to prove from the 
world-line conditions that the kinematic fundamental 
quantities have the standard form, rather than re­
quiring a separate postulate. This will now be done. 

As previously discussed, we shall be concerned 
only with the position, velocity, and acceleration, 
so that the change brought about in the individual 
particle momentum by a restricted canonical trans­
formation is not considered to be physically signifi­
cant since it does not affect any predictions of the 

theory. Thus it will be shown that the restrictions 
upon the kinematic fundamental quantities ex­
pressed by the Lorentz relations and the world­
line conditions imply that there exists a restricted 
canonical transformation which brings the funda­
mental quantities to the standard form. 

The most general form for \.Pi may be expressed 
as \.Pi = p! + p~ + h,(q~, q~, p!, p~) where hi are 
three arbitrary differentiable functions over phase 
space. The world-line conditions [q!, \.Pil = O'i' since 
P: is canonical related to q7, imply that a\'p.!ap7= 0;; 
for n equal to 1 or 2. This in turn implies that hi 
may be written as a function of q! and q~ or q i and 
Qi, independent of p! and p~. 

The Lorentz condition [\.Pi, \.Pil = 0 implies that 
the curl of \.Pi with respect to Qi vanishes, which in 
turn implies that there exists a function h such that 

hi = ahjaQi = [h, PiJ. (50) 

A restricted canonical transformation may now be 
defined (see Sec. II) by F == h, (J == 0, and as shown 
in Sec. II, the new variables defined by this trans­
formation are 

Pi = Pi + [Ii, P;] = Pi + hi, 

Pi = Pi + [Ii, PiJ. 
(51) 

But referring to the most general form for the 
fundamental quantity \.Pi, we see that \.Pi = p! + 
p~ + hi = P, + hi = Pi = p! + P:' Thus in 
terms of the new variables, \.Pi is in standard form. 

In the same manner, the most general form for 3. 
is 3. = Eiik(q}P! + q~pD + P.(q!, q!, p~, pD. The 
world-line conditions for 3 i imply that Pi are inde­
pendent of the individual particle momenta. The 
Lorentz condition [\.Pi, 3iJ = Eiik \.Pk implies that Pi 
are independent of the mean position, that is, they 
are functions of the relative position only. The 
Lorentz condition [3i, 3il = Eiik3k implies, in 
vector notation, (q·V)O = V(q·O). By the use of 
Lemma 2 of Keller,19 there exists a function CR(q) 
such that 

Pi = Eijkqi(aCRjaqk) = Eiikqi[CR, PkJ. (52) 

A restricted canonical transformation defined by 
f = CR, (J = 0 now brings 3i to standard form, and 
leaves \.Pi in standard form!o.21 

19 J. B. Keller, Commun. Pure Appl. Math. 14,77 (1961). 
• 20 D. G. C:urrie, Thesis, U~iversity of Roc~ester (unpub­

hshed) contams a more detaIled form of this calculation 
as well as the calculation of the following section. ' 

21 These vector operations of dot and scalar products 
consider the quantities as three-dimensional vectors, not as 
twelve-dimensional vectors. 
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VII. THE NO-INTERACTION THEOREM 

This section consists of the proof of a mathe­
matical theorem, and a short discussion of the ex­
tension of the theorem. The following statement 
will be proved: Given a set of differentiable funda­
mental quantities which obey the Lorentz condi­
tions and the world-line conditions, the acceleration 
vanishes. 

Let us define the subset e of the phase space as 
the set of points for which f;;kqiP:P~ vanishes. If 
a function, differentiable in all variables, has a 
certain form for all points in phase space except 
in e, then it seems reasonable to assume that its 
extension into e is unique. However, at a later 
point a more general class of functions will be con­
sidered so notice will be taken when a step in the 
proof is true only outside of e. As mentioned, the 
fundamental quantities are, for this proof, the dif­
ferentiable functions from twelve real variables to 
the real line. 

In the previous section, it was shown that the 
world line conditions involving ~. and 3. imply 
that ~i and 3. may be transformed to the standard 
form. It will now be shown that the third world­
line condition implies that S) and ~. may be trans­
formed to standard (Le., free) form. The Lorentz 
condition 

[S), ~;} = [S), p.] = as)/aQi = 0 (53) 

implies that the function S) is independent of the 
mean coordinate Q •. By taking the Poisson bracket 
of the third world-line condition with the positions, 
and using the Jacobi identity, the relations 

q.[q~, [q~, S)]] = 0, [q![q~, ~k]] = 0 (54) 

may be derived, which imply that S) and ~. may 
be written as 

S) = hl(p!, qj) + h2(P~, qj), 
(55) 

~. = k!(P!, q., Q.) + k~(P!, q., Q.). 
The deduction for S) is true only if some component 
of q. is nonzero, that is, S) may be written in this 
form only outside of e. Using the third world-line 
condition directly, k7 equals q7hn. The following 
symbols are defined by 

p" == p7p7, r == p7q, K == qiq., r == p7p;. (56) 

Repeated use of the Lorentz conditions involving 
3., and the reduction of 3i to standard form, shows 
the functions S) and ~i may be written as a function 
of the above symbols in the form 

S) = (iV, ~1, K) + fJ\p2, t2
, K), 

(57) 

By using the above form for the generators, 
[~" S)] = ~,has the form 

p!a/a/(({i)2 _ /) + p~a;a/«(fJ2)2 _ p2) 

+ h,{a({:l1)2/atl + a(tl2)2/ar + 4[tlI, {:l2]} = O. (58) 

Defining the vectors K! and K~ as the "vector cross 
product" of p~ and p! with q., respectively, and 
taking the "dot product" of K7 with the above equa­
tion, we have 

a/ap"«(tl")2 - p") = 0, 

a(tlI)2/a~1 + a({:l2'l/ar + 4[tl\ {:l2] = 0, 
(59) 

for the part of phase space outside of e. The first 
two equations imply that {:In may be written in the 
form {:In = (p" + wn

) l where wn is an arbitrary func­
tion of rand K. The third equation may be written 
in the form 

(
a{:li a{:l2 a{:ll a{:l2) If( I 2 I 2 ) 

r ae a/' + a/ a~2 = i ~,~ , p , p , K • (60) 

The derivative with respect to r implies22 that the 
coefficient of r must vanish, and the coefficient in 
terms of pn and w" may be expressed as 

awl/atl = _aw2ja~2. (61) 

Defining X as the derivative of Wi with respect to ~I, 
it may easily be demonstrated from (61) that X 
is independent of pi and p2, and w" has the form 
w" = (-l)"X(K) + T"(K). Using this form for w" 
and substituting into (58), T" has the form Tn = 

!K(X/ + (m,,? SO that {:In may be written as 

fJ" = «(P7 + !( -1)"qiX)(P7 + !( -l);;q.X) + (m .. )2)t. 
(62) 

A direct calculation shows that the Poisson bracket 
of fJI with {:l2 vanishes. The acceleration may be 
calculated directly and it too vanishes. Thus the 
theorem is proved. 

A restricted canonical transformation, which does 
not affect the vanishing of the acceleration, brings 
the generators to the free form. 

In order to extend the theorem to functions more 
general than the class of differentiable functions, 
two difficulties are encountered. The first is a method 
of defining the Poisson bracket for two distributions, 
since this will, formally at least, involve the product 
of distributions, which is not well defined in the con­
ventional treatments. The second difficulty is that 
the theorem cannot be "continued" into the region 
e for the more general class of functions, so a more 
comprehensive form of the proof must be used. 

•• The variable r is independent of pI, p', ~1, r, as long as 
the point in question lies outside of 0. 
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Some preliminary calculations indicate that such 
an extension will be possible. For example, consider 
an ~ of the form ~ = ~o + m(q) where m(q) is any 
function of q, including delta functions and their 
derivatives (which gives rise to contact interactions); 
then the proof can be extended to show that such a 
m cannot produce acceleration or scattering. That 
is, in any set of fundamental quantities of which .\) 
of this form is a member, the Lorentz conditions, 
and the world-line conditions imply that m(q) 
vanishes. This particular form of .\) is sufficiently 
restricted so the difficulties of products of delta 
functions are escaped. 

VIII. DISCUSSION AND SUMMARY 

It has been shown that if the coordinates of the 
points which compose the world line of a particle 
transform according to the Lorentz transformation 
law, then the Relativistic Generator Formalism 
formulated in terms of this position can only de­
scribe the motion of free particles. 

Historically, in order to "explain" the astro­
nomical (optical) observation of the planets and 
satellites, a certain set of concepts has provad useful 
and gradually been developed. The model which 
was successfully used to explain the data employed 
the abstraction of point particles moving in a 
Euclidian space in which light (by which the posi­
tion measurements were made) traveled in straight 
lines. In this model, the position of the particle was 
the optical position previously discussed and if a 
pair of events appeared coincident and simultaneous, 
i.e. to both occur at the same space-time point, they 
would appear coincident and simultaneous to all 
uniformly moving observers. This is the strong world­
line condition. Thus a series of events composing a 
world line could be transformed from one frame to 
another by transforming the coordinates of each 
event without a knowledge of the "structure" of 
the events, or the forces on the particle which was 
the source of the events. 

A law of motion for a pair of particles consisted 
of an equation expressing the acceleration of one 
of the particles in terms of the position and velocity 
of the two particles at that instant. The optical 
observations of planets and satellites could be used 
to confirm or deny a hypothesized equation of 
motion. With regard to the transformation properties 
of the coordinates of an event, it was assumed that 
if the coordinates of the event were measured in 
one frame, then given the relative position and 
velocity of a second frame, one could calculate the 

coordinates which an observer in the second frame 
would measure. That is, the transformation proper­
ties of the event were assumed to depend only upon 
the coordinates of the events and the relationship 
between the frames. A law of motion was said to be 
invariant if, in one frame, a pair of particles obeyed 
the law, then this motion (this pair of world lines) 
viewed from another frame would also satisfy the 
law. 

This view developed with the belief that suffi­
ciently accurate experiments would reveal that the 
transformation of the coordinates of an event were 
governed by the Galileian transformation. Within 
this framework, the law of motion was expressed 
either in terms of a force field, or the Hamiltonian 
formalism. Since it is now believed that when these 
experiments are finally performed, the transforma­
tion of the coordinates will be governed by the 
Lorentz transformation law, the problem is to ex­
press the laws of motion in a form which is invariant 
under the Lorentz transformation rather than the 
Galiliean transformation. Since the use of a force 
field did not seem practicable, Dirac attempted to 
extend the Hamiltonian formalism to a form which 
would be compatible with the Lorentz transforma­
tion. The discussion by which Dirac justified his 
method of extension is quite persuasive, and has 
led to the view that this extension must be the proper 
foundation upon which to construct dynamics. This 
view is expressed by Thomas who, when he feels 
that the transformation properties of the events 
composing world lines are in conflict with the ex­
tension of the Hamiltonian formalism, retains the 
formalism and introduces "noninvariant" world 
lines. In this line of thought and in opposition to 
the view taken in this paper, in a joint paper with 
Jordan and Sudarshan5 the view is taken that the 
Dirac extension is the correct method of describing 
classical interaction, with a discussion of relativistic 
invariance. Having set the groundwork in this 
manner, the proof of Sec. VII is there discussed, and 
from that viewpoint one reaches the conclusion 
that there is something strange about the world­
line conditions and that some modification of the 
traditional ideas of measurement must be made. 

In order to maintain the Newtonian viewpoint,23 
the extended strong world-line condition must be 
valid, and it cannot hold if we have interaction de-

!3 See J. L. Synge, Relativity: the special theory (N orth­
Holland Publishing Company, Amsterdam, 1958) for a discus­
sion of a similar form of the Newtonian viewpoint, especially 
p. 6: "the history of a particle is a continuous sequence of 
events" which transforms according to the Lorentz trans­
formation law. 
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scribed by the Relativistic Generator Formalism. 
The difference is not a formal one, but an experi­
mental one. Present data does not seem to bear on 
this question, since the data appears to concern 
only free particles, and "free" photons r Thus the 
possibility of "strange" transformations cannot be 
ruled out. The possibility of "strange" transforma­
tion properties for classical particles was mentioned 
by Thomas,2 and discussed by Sudarshan. 12 

In order to clarify the distinction between the 
two views, an experiment is proposed, the results 
of which would distinguish which viewpoint cor­
rectly describes the empirical world. Two observa­
tion stations are moving with an appreciable ve­
locity with respect to each other. The secondary 
observer triggers, simultaneously in his frame, four 
flashbulbs, one placed at his origin, and one at 
a unit a distance in the x, y, and z directions. After 
one second, by his clock, he triggers another flash­
bulb at his origin. From the optical coordinates of 
these flashes, the primary observer can determine 
the relative position, orientation, velocity, and units 
of distance and time that the secondary observer is 
using. The secondary observer also has the follow­
ing device. A flashbulb is mounted upon the rim 
of a rapidly rotating wheel, so that the flashbulb 
is moving in a circle, and undergoes an acceleration 
of constant magnitude and rotating direction. The 
second observer then triggers the flashbulb and de­
termines the position and time (the coordinates) of 
the flash. The primary observer, using his measure­
ments and the previously determined relationship 
between the frames, may calculate, by the Lorentz 
transformation, the Newtonian prediction of the 
coordinates determined by the secondary observer. 
If the predictions are indeed what the secondary 
observer measured, then the Lorentz transforma­
tion law for an accelerated event is verified for the 
event whose source is the accelerated particle 
(flashbulb). Therefore a two-particle Relativistic 
Generator Formalism of particle interaction seems 
untenable unless other experiments indicate that 
the weak world-line condition is not satisfied. On 
the other hand, if the prediction does not agree with 
the measurements of the secondary observer, then 
the strong world-line conditions, and the Newtonian 
view are not tenable. 

Since the use of the Relativistic Generator 
Formalism for particles requires a rather drastic 
change in the intuitive ideas of space and time (the 
relaxation of the strong world-line condition allows 
the constructions of intuitively discomforting para­
doxes, mainly due to the nonpreservation of coinci-

dence and simultaneity of events), it would seem 
that the most reasonable approach would be to first 
attempt an explanation of the interaction of par­
ticles in some manner which does less violence to the 
intuitive basis of measurement. This in tum implies 
that the most productive approach is the reexami­
nation of the extension made by Dirac to determine 
at what point the seemingly innocent assumptions 
introduce a powerful, but hidden additional postu­
late which implies that the conventional ideas of 
measurement are no longer acceptable. Upon proper 
examination, this postulate may be found to be 
without sufficient justification, and a more reason­
able postulate at this point might allow a formalism 
similar to the Relativistic Generator Formalism 
which is compatible with the current ideas of meas­
urement and position in classical physics. Thus while 
the use of the Relativistic Generator Formalism for 
particles is not, at present, in conflict with experi­
mental findings, it does not have an obvious direct 
connection with the empirical world (since the 
strong world-line condition and Lorentz transforma­
tion law for all events may not be used), and it 
seems to require the alteration of some of the ground­
work of classical physics. For this reason, some 
formalism which preserves the usual connection with 
the empirical world (allows the use of the world­
line condition) would seem worth developing. 

Both the Relativistic Generator Formalism and 
the Newtonian particle and measurement concepts 
might be compatible if extra, unobserved variables, 
in the form of a field are introduced.1 The proof 
would then not apply, which seems to be related 
to the fact that due to the radiation in the system, 
the particle coordinates are not sufficient for a 
complete specification of the final state of the system. 
On the other hand, the only example of an inter­
action by classical fields is that of Dirac's classical 
electron,24 interacting by a massless vector field, 
and the extension to other fields by Havas.25 These 
models violate casuality, and a predeterminism much 
stronger than the determinism of LaPlace is implied. 

In summary, it has been shown that in the de­
scription of the interaction of two classical particles, 
the Relativistic Generator Formalism is not com­
patible with conventional ideas of world lines in 
space-time, and it is further suggested on an in­
tuitive basis that the formalism, rather than the 
conventional ideas of world lines and particles, may 
be in need of reexamination. 

24 P. A. M. Dirac, Proc. Roy. Soc. (London) A167, 148 
(1939). 

25 P. Havas, Phys. Rev. 87, 305 (1952). 
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APPENDIX 

The logical structure of the general considerations 
of this paper may be illustrated more clearly by the 
consideration of a one-dimensional model. As in three 
dimensions, arguments are first presented which 
suggest, from general physical considerations, that 
the Relativistic Generator Formalism should be a 
useful method of describing the interaction of rela­
tivistic classical particles. Thus the formal structure 
defined by three functions which have the Poisson 
bracket relations 

[.\), '.l3] = 0, [.If, '.l3] = .\), [.If, .\)] = '.l3 
shall be considered. 

To relate the formalism to the concept of the 
position for the classical particles (and coordinate 
of an event on its world line), geometric considera­
tions imply that the above fundamental quantities 
should obey the world line conditions 

[q\ '.l3] = 1, [t,.If] = q"[q", .\)]. 

At this point, general physical arguments might 
be raised, such as: The Hamiltonian formulation 
implies instantaneous propagation of signals, and 
is therefore unsuitable for particle interaction, or; 
Since fields are fundamental, they must be included, 
and any formulation which does not include them 
is doomed. Such objections are out of place at this 
point since, given the above, the present task is to 
find the mathematical implications of the formalism. 
These arguments might imply that work on the 
above formulation would be wasted, but we shall be 
satisfied with attempting to develop this formalism. 
If what appear to be proper descriptions can finally 
be found, then these objections may be considered 
as to the usefulness of the representations. 

The mathematical question to be considered is 
whether there exists any set of three functions which 
obey these conditions (Lorentz and world-line con­
ditions) and have nonzero acceleration. In contrast 
to the three-dimensional case, there are such func­
tions in one dimension, so some of the logical relation­
ships may be exhibited more clearly. The generators 
defined by 

\j3 == pI + p2, .\) = pl17 - p217 = P17, 

.If = (qlpl - q2p2h = (qP - Qp)17, 

where 17 == (1 + e/(q)2)1, obey the Lorentz conditions 
and the world-line conditions. The acceleration is 
given by (-Ire/ (q)3, which is obviously not zero. 
The equation of the world line for one of the par­
ticles is given by q" = (-1)n((t - tu)2 - e)l + Q~, 
again, obviously not straight.26 

Thus generators have been found which obey 
the conditions and imply nonzero accelerations. Now, 
after this, we can ask questions regarding the ap­
plicability of this set of generators to particle motion. 

Let us for a moment consider the previously men­
tioned objections. The question of instantaneous 
propagation, in the face of relativity, has an answer 
that was discussed in connection with the Thomas 
proof. Questions of causality, and the speed of inter­
action arise only in the case of some action which 
mayor may not occur, i.e., an external agency. 
The extension of the present formalism to include 
other interactions has not been presented, so cannot 
be a topic of discussion at this level. As to the other 
objection, if this formalism can describe interaction 
and has a particle interpretation, then it would seem 
to be an admissible description as an alternative 
to the use of a field description. 

Returning to the consideration of the particle 
interpretation of these generators (which satisfy 
the conditions and imply nonzero acceleration), fur­
ther development demonstrates that the particle 
interpretation is not very satisfying. The velocities 
of the particles are functions of the positions of the 
particles, and thus are not independent initial data. 
Thus a modification of these generators (the modified 
one-dimensional generators) which have the proper 
number of initial conditions must be considered.27 

These modified generators (if they exist) with a 
suitable particle interpretation, could then be used 
to describe interaction. 

Let us now note, however, that in three dimen­
sions, it is not a question of a suitable particle inter­
pretation, nor a question of causality which rendered 
the formalism unsuitable; instead, it was the 
logically prior difficulty that the mathematical 
problem had no solution, i.e., there were no gener­
ators which satisfied the Lorentz and world-line 
conditions, and which had nonzero acceleration. 

In the three-dimensional case, a mathematical 
26 The reason for the difference between the one- and 

three-dimension case lies in the possibility of an H which 
is a function of p and not P and, at the same time, may be 
split into a pair of functions which depend upon pi and p2 
separately. The rotational symmetry in three dimensions 
prevents such a sit-uation. It would be prevented in one 
dimension if we retained the remanent of rotational sym­
metry (reflection symmetry) in the one-dimensional model. 

27 The question of the existence of the modified set of 
generators is at present unknown. 
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definition of a formalism which has been suggested 
as useful in the description of relativistic dynamics 
was presented. The first question to be considered 
is whether the formalism admits any solutions which 
are consistent with the definition of the formalism 
(yes, free theory), and whether any of the admissible 

JOURNAL OF MATHEMATICAL PHYSICS 

solutions have other than straight world lines (no!). 
If such solutions did exist, then they might be in­
vestigated further to see if they were interesting 
in other related aspects, for instance, the possible 
introduction of other interactions to test causality 
and speed of propagation of the interaction. 

VOLUME 4, NUMBER 12 DECEMBER 1963 

The Remainder in Mayer's Fugacity Series* 

OLIVER PENROSEt 
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Upper and lower bounds are obtained for the remainder after a finite number of terms of the ex­
pansions in powers of fugacity z for the pressure p, the 8-particle distribution functions, the density 
p, and the fugacity coefficient zip, for a system of particles with two-body interactions. The inter­
action potential must be either nonnegative or else have a hard core and decrease faster than r-3 at 
large distances. The results hold for all positive z, and apply to lattice gases as well as to fluids. 

For nonnegative potentials, the results imply that successive partial sums of each of these fugacity 
expansions provide alternate upper and lower bounds, valid even if the series diverges, on the physical 
quantity the expansion represents. 

1. INTRODUCTION 

AMETHOD has been proposed by Elliott Liebl 
for obtaining upper and lower bounds on the 

distribution and thermodynamic functions for a 
classical system of particles with two-body inter­
actions. Lieb concentrated on the case where the 
interaction potential ep(r) is nonnegative and satis­
fies the condition 

J Ie -q,(r)/k T - 11 d'r < (X) , (1.1) 

where" is the number of space dimensions and the 
integral is over all space. 

In the present paper we shall show that for such 
potentials Lieb's method leads to a very simple 
result: the expansions in powers of the fugacity z 
for the pressure p, for all distribution functions, 
including the number density p, and also for the 
fugacity coefficient z/ p, have what may be called 
the alternating bound property. This means that, for 
any positive value of z, successive partial sums of the 
series give alternate upper and lower bounds. 

* Work supported by the U. S. Air Force Office of Scientific 
Research under Grant No. 62-64. 

t On leave of absence from Imperial College, London, 
England. 

1 E. Lieb, J. Math. Phys. 4, 671 (1963) 

We shall also obtain the corresponding result for 
hard-core potentials, which may take negative values, 
but satisfy the conditions2 

ep(r) = + (X) for r < a, (1.2) 

lep(r) I ~ Ar-'-' for r ~ a, (1.3) 

where r denotes the length of the vector r, and a, A, 
and E are positive constants. 

The calculations will be carried out in the nota­
tion appropriate to a fluid, but they do not presume 
either spherical symmetry of the function ep(r) or 
continuity of the set of points available to the par­
ticles. Thus the results may be applied also to lat­
tice gases, simply by reinterpreting integrals like 
(1.1) as sums over lattice sites.2 

2. BASIC INEQUALITIES 

Lieb's methodl is based on an estimate of the 
remainder term R L in the expansion 

N N 

IT (1 + fi) = 1 + L, fi 
i-I i~l 

N-l N 

+ L, L, f;fi + ... - (2.1) 
i-I ;-;+1 

2 O. Penrose, J. Math. Phys. 4, 1312 (1963). 
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where L is a nonnegative integer, and 
N-I+l N-I+2 N 

A I = L L L fiJi,··· fil (2.2) 
iJ,-1 i.-i 1 +l 

is the sum of the N!ll I(N - l) I different possible 
products of l different factors fi' We interpret Ao 
as 1, and any summation whose lower limit exceeds 
its upper limit as zero, so that the sum in (2.1) 
vanishes if L = 0, and Al vanishes if l > N. The 
numbers fl' ... fN are values taken by the UrseIl­
Mayer function3 

fer) = e-'P(r)lkT - 1. (2.3) 

For a nonnegative potential, they lie in the range 
-1 ::; fi ::; 0, and Liebl

•
4 showed that RL then 

has the sign (- )L. We now derive the correspond­
ing result for hard-core potentials. 

Using Lagrange's form5 for the remainder in the 
Taylor expansion of IT (1 + 8fi) in powers of 8, and 
then setting 8 = 1, one may demonstrate the exis­
tence of a number t in the range 0 ::; t ::; 1 such that 

RL = L c~r g(1 + tfi) 

(2.9) 

where u is a constant. Then the product over j in 
(2.4) lies between 0 and u so that (2.7) gives 

RL 5 ±u L [f;. .,. fiL]" (L = 0, 1, ... ). (2.1O) 
Iii 

If none of the f.'s is positive, u can be taken as 1 
and (2.10) implies that RL has the sign (- )L; this 
fact is the starting point of Lieb's paper. 

3. THE TRUNCATED KIRKWOOD-8ALSBURG 
EQUATION 

The 8-particle density distribution function for a 
grand canonical ensemble is defined, for all positive 
integers 8, by 

n.(x] ... x. / z) = f ZB+N f ... f e.+N 
N-O 

X (Xl'" X., Yl ... YN) d'y] ... d'YN/NI E(z), (3.1) 

where 

er(xl ... x r) == exp [ - ~ j~l \O(Xi - Xj)/kTJ (3.2) 

= L fit ... fiL l} (1 + tf;) , 
I i I ; (2.4) for all r ~ 1, E(z) is the grand partition function 

defined by 
where Llil is the summation used in (2.2) and IT~ 
is a product over all values of j satisfying the condi­
tions 1 ::; j ::; N, j ~ i l , j ~ i 2 , •• , j ~ i L • 

To put (2.4) into a convenient form we define, 
for any real quantity Q, the two nonnegative 
quantities 

(Q] .. = tc/Q/ ± Q) = max (±Q, 0). (2.5) 

If P, P +, and P _ are any quantities satisfying both 
P ::; +P + and P ~ -P _, or in a more compact 
notation, 

P 5 ±P., (2.6) 

then (2.5) implies 

PQ 5 ±P +[Q]. ± P _[Q] •. (2.7) 

Note that P + and [P]+ need not be equal. 
The result (2.7) can be used to simplify (2.4). 

Suppose the f;'s satisfy the conditions 

1 + ti ~ 0 for all i, (2.8) 

aT. L. Hill, Statistical Mechanics (McGraw-Hill Book 
Company, Inc., New York, 1956), Chap. 5. 

4 See also G. P6lya and G. Szego, Aufgaben und Lehrsdtze 
der Analysis (Julius Springer Verlag, Berlin, 1925), Vol. II, 
Part V, Chap. 3, No. 163. 

6 E. T. Whittaker and G. N. Watson Modern Analysis 
(Cambridge University Press, New York, 1927), 4th ed., 
p.96. 

E(z) == 1 + f N
ZN

, f···f eN(Yl" 'YN) d'Yl" ·d'YN, N-l . 
(3.3) 

and all integrations are over the spatial region V 
occupied by the system. The temperature T will 
be treated as a constant, but functional dependence 
on z will be shown explicitly. 

To make use of the inequalities derived in Sec. 2, 
we use (3.2) to write the integrand of (3.1) in the 
form 

where 

(j = 1 .. , N), (3.5) 

and fer) is the Mayer-Ursell function defined in (2.3). 
With the I/s defined in this way, the condition (2.8) 
for the validity of (2.10) is satisfied for any \O(r). 
The left side of the other condition, (2.9), has the 
form 

exp [-(kT)-l L \O(x l - Y;)], (3.6) 
; 

where the sum ranges over a selection from the 
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numbers 1, 2, N. Both for nonnegative and for 
hard-core potentials, such sums have2 a lower bound 
-2q,' independent of Xl, Yl, Y2, Ya, , so that 
(2.9) holds with 

u = exp 2q,' jkT 2:: 1, (3.7) 

provided, in the case of hard-core potentials, that 
no two of the points Y; in (3.6) are separated by a 
distance less than a. 

Substitution of (2.1), (2.2), and (2.10) into (3.4) 
yields an inequality which holds without any pro­
viso, since both sides vanish if any of the points Y j 
are too close together. This inequality may then be 
substituted into (3.1) to give, for real positive z, 

n.(xl ... X, I z) 5 ~ ITC2 (Xl , Xi)} 

{
L-l 1 f f X t; T! ... n.-1+ 1(x 2 , •• X., YI ... YI I z) 

X fl ... fl dYI ... dyz ± l! f ... f n.-I+L 

X (X2 ... X" YI ... YL I z)[fl ... hl= dYI ... dYL}' 

(3.8) 

This inequality6 holds for all L 2:: 0, and for all 
8 2:: 1 if the convention no = 1 is adopted to deal 
with the 8 = 1, Z = 0 term. If L -7 OJ and the re­
mainder term tends to zero, (3.8) reduces to the 
Kirkwood-Salsburg equation7

; for finite L, (3.8) pro­
vides upper and lower bounds for the remainder 
after L terms of the infinite series in the Kirkwood­
Salsburg equation. 

By precisely analogous methods, one may derive 
truncated forms of the Mayer-Montroll equationS 
and the equation9 of which both the Mayer-Montroll 
equation and the Kirkwood-Salsburg equation are 
special cases. Alternatively, all these inequalities can 
be derived from the theory of nonuniform systems. lO 

4. THE REMAINDER IN THE FUGACITY SERIES FOR 
THE DISTRIBUTION FUNCTIONS 

A formal solution of the Kirkwood-Salsburg equa­
tion is provided by the fugacity series 

co 

n,(x i ••• x. I z) = Ln •. k(XI •.• x.)z·+k, 
k-O 

(8 = 0, 1, ... ), (4.1) 
6 A particular case of (3.8) with the lower sign, s = 2, 

L = 1, and nonnegative potentials, is discussed by E. Lieb 
[reference 1, Eq. (2.15)). 

7 J. G. Kirkwood and Z. W. Salsburg, Discussions Faraday 
Soc. 15,28 (1953); T. L. Hill, Statistical Mechanics (McGraw­
Hill Book Company, Inc., New York, 1956), p. 251. 

8 J. E. Mayer and E. Montroll, J. Chern. Phys. 9, 2 (1941). 
9 J. E. Mayer, J. Chern. Phys. 15, 187 (1947), Eq. (54'). 
10 J. L. Lebowitz and J. K. Pereus, J. Math. Phys. 4, 

1495 (1963) (following paper). 

whose radius of convergence has2 a positive lower 
bound, independent of 8 and V. Since no = 1, the 
coefficients n.,k for 8 = 0 are 

{ 
1ifk=0 

nO,k = OO,k = 
=0 if k¢O 

(4.2) 

For 8 2:: 1 they satisfy 2 a recurrence relation ob­
tained by making L -7 OJ in (3.8) and then substi­
tuting from (4.1) and equating coefficients of powers 
of z: 

X n.- I +l,k-Z(X2 ••• X" YI ... Yz)fl ... fl' (4.3) 

The central result of this paper is obtained by using 
the inequality (3.8) to study the remainder term in 
the series (4.1). The remainder after L (= 0, 1, ... ) 
terms of that series is 0(Z8+L) and is therefore con­
veniently written m •. Lz·+L = m.,L(xl ... X, I Z)Zs+L: 

L-I 
( I) " ( ) ,+I + ,+L n, XI .•. X, Z = £.J n. ,I XI ... X, z m., LZ , 

1-0 

(4.4) 

where 

m •. L = 0(1) as z -7 O. (4.5) 

Since no = 1 the quantities m •. L for 8 

given by an equation analogous to (4.2), 

mO,L = OO.L' 

o are 

(4.6) 

For 8 2:: 1, they can be estimated using a recurrence 
relation analogous to (4.3), obtained by substituting 
(4.4) into (3.8). This substitution yields 

L-I { .• } L n.,l(xi ••• X,)Z,+1 + m.,LZ,+L 5 IIc2(xl , X;) 
1-0 ;-2 

{
L-I 1 f f [L-l-I 

X L -Zf . .. L n.- I + l • k 
1-0 . k-O 

X ( ) s+l+k + .+LJ X2 ... X" YI ... Yl z m.-I+Z.L-Zz 

X fl ••• f, dYI ... dYI ± ~ f 
Ll 

X [fl'" fLl= dYI ... dYL}' (4.7) 

By (4.3), the terms in z', zB+\ ... Z·+L-I cancel, 
and on dividing by z8+ L, we obtain the desired re­
currence relation 



                                                                                                                                    

THE REMAINDER IN MAYER'S FUGACITY SERIES 1491 

{
L-t 1 J J X {; li . . . m,-l+I,L-I fl ... fl dYt .,. dy, 

± ~! J ... J m.-t+L,o[fl ... iLl. dYt ... dYL}, 

(4.8) 

which holds for aIls ~ 1, L ~ O. 
Since neither the starting condition (4.6) nor the 

recurrence relation (4.8) contains z explicitly, the 
upper and lower bounds calculated from them will 
be independent of z. Rather than attempt a "best 
possible" solution of the recurrence relation, we shall 
simplyll look for upper and lower bounds on the 
m.,L's that are independent of Xl ••• x. as well as z. 
Such bounds may be written 

m.,L(xl ••• X, I z) > ±m.,L.~' (4.9) 

where the quantities m., L, + and m., L, _ depend, 
unlike m.,L, on sand L only. Substituting from 
(4.9) into (4.8), and using (2.7), we deduce 

{ . XL-II 
m •. L(Xl ••• x. I z) > ± ;rIea(X1 , Xi) L -ll 

,-2 1-0 • 

X (m.-1+l,L-l,+ J .,' J [fl ... fd2 dYl ... dYl 

+ m.-I+I.L-I,- J .,. J [f, ... fd. dYt ... dYI) 

+ ~! m.-l+L.O,+ J ... J [f, ... iLl .. dy, ... dYL}' 

(4.10) 

Since mO,K,+ ~ 0 for all K by (4.6) and (4.9), it 
can be shown inductively that aU the upper bounds 
on the quantities m.,L(xl .. , x. I z) derived from 
(4.10) are ~ 0, and all the lower bounds are:::; 0; 
therefore we may without loss of generality take 
all the quantities m.,L," in (4.9) to be nonnegative. 
Since the integrands in (4.lO) are also nonnegative, 
the inequalities are preserved if we extend the range 
of the integrations beyond the region V to the whole 
of v-dimensional space. These integrals over all space 
simplify, by (2.5) and (3.5), to 

J ... J fit ... fz1~ dYt ... dYI 

= ~ J ... J (If I ... fzl ± fl '" fl) dYl ... dYI 

11 This simplification is not obligatory, at least for small L. 
For example, J. Groeneveld [phys. Letters 3, 50(1962)] obtains 
the configuration-dependent upper bound m., O(XI ••• x.1 z) ~ 
u·e.(xi ... x.). 

(4.11) 

where 

B == J ie-,o(rl/kT - 11 d'r, 
a.ll apace 

(4.12} 

B == J [e-'P(r)!kT - 1J d'r. 
all aPa.ce 

(4.13) 

A further simplification of (4.10) is made possible 
by the fact that the second factor in braces is non­
negative. Therefore, the first factor in braces, 
II ez(xt , Xi), may be replaced by its upper bound u, 
so that (4.10) implies a pair of inequalities of the 
form (4.9), with 

(s = 1,2, ... ). (4.14) 

For hard-core potentials, the upper bound u on 
II ez(xl , Xi) does not apply if two or more of the 
points X2 .,. X, have a separation less than a; but in 
this case both n.(x1 ••• x.\ z) and m •. L(xl '" x. I z) 
vanish identically for all z, and therefore (4.9) is 
again satisfied, simply because the m •. L."'S are non­
negative. 

The recurrence relation (4.14) defines the quanti­
ties m •. L,. for aIls ~ 1, L ~ 0, provided definitions 
of mO.L, .. are supplied. The best nonnegative values 
for mO,L." are, by (4.6) and (4.9), 

m O•L.+ = OO.L and mO,L.- o (L = 0, I, ... ). 
(4.15) 

5. SOLUTION OF THE RECURRENCE RELATION 

The recurrence relation (4.14) can be simplified 
by transforming to new sets of unknowns q.,L and 
q •. L (proportional to the sum and difference of 
m.,L,+ and m 8 ,L,-) defined implicitly for s = 0, 1, ... 
and L = 0, 1, ... by 

- 1 s+L{BL B-L-} m •. L ... = 2iU q •. L ± q •. L' (5.1) 

Substituting into (4.14) and (4.15), and using (4.11), 
we find that the q •. L'S and q •. L'S satisfy the same 
recurrence relations and starting conditions, and are 
therefore identical. Hence (5.1) simplifies to 

_ 8+LB(L) m •. L,,,, - u ~ q.,L, (5.2) 

where the set of quantities q •. L (= q •. L) is defined by 

(5.3) 
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L-l 1 U 
q.,L = L -l' q.-l+I,L-I + L' q.-l+L,O 

1-0 ' • 

(8 = 1,2, ... ), (5.4) 
for all L ~ O. 

When u = 1, the solution of (5.3) and (5.4) is 

q.,L = 8(8 + L/-l/L!. (5.5) 

For u > I, the general solution is complicated, but 
it can be verified that (5.3) and (5.4) imply 

q.,L :::; 8(8 + L)L-V+L/L!. (5.6) 

The first few q.,L'S are 

qo,o = 1, 

ql,O = U, 

q2,0 = u
2
, 

3 
q3,0 = U , 

qO,l = 0, 

ql,l = u
2

, 

q2,l = u
3 + u2

, 

q3,l = u 4 + US + u 2
, 

qO,2 = 0, 

ql,2 = !(U
S + 2u

2
), 

q2,2 = !(u4 + 3uS + 4u2), etc. (5.7) 

Combining (4.9), (5.2), and (5.5) or (5.6), gives our 
basic set of upper and lower bounds on the remainder 
terms in the fugacity expansions (4.1): 

m.,L(xl .,. x. I z) ~ ±u·+LB~L)q.,L 

~ ±U2(.+L)B~L)8(8 + L)L-l/L!, (5,8) 

for all 8 ~ 1 and L ~ O. 
For 8 = 1, this result can be improved on by 

setting 8 = 1 in (4.8) and substituting from (4.9), 
(4.11), (5,2), and (5.4). Since the product over j 
in (4,8) degenerates to 1, we obtain 

the sign (- )L. It follows at once from (4.4) that 
for nonnegative potentials the series (4.1) has the 
alternating bound property defined in Sec. 1. 

6. MODIFIED FUGACITY SERIES 

Stronger inequalities can be obtained if the system 
is spatially uniform. One way to make the system 
uniform is to make the region V infinitely large. 
Another is to make V a cube, and make the inter­
action between particles at Xi and Xi periodic in 
Xi - Xi with unit cell V; this is best done by de­
fining this interaction as cp(ri;) where ri; is the vector 
from Xi to the nearest point congruent to Xi under 
translations with unit cell V. 

For a uniform system the number density is a 
function of z only: 

nl (Xl I z) = p(z) == '0-1 f d'Xlnl(Xl I z), (6.1) 

where '0 == f d'x is the volume of the region Vj 
and we may seek a solution of the Kirkwood­
Salsburg equation by using, instead of (4.1), the 
expansion 

'" 
n,(xl .•• x. I z) = p L: n~,k(xl , .. X.)Zl+k-l 

k-O 

(8 = 1,2, ... ). (6.2) 

Since nl = p, the coefficients for 8 = 1 are 

(k = 0,1, ... ). (6.3) 

Recurrence relations for the n~,k's when 8 ~ 2 can 
be obtained, just as in the derivation of (4.3), by 
substituting in the Kirkwood-8alsburg equation. 
These recurrence relations turn out to be identical 
with those [Eq, (4,3)] satisfied by the n.,k's, the 
only difference being that the initial condition is 
now (6.3) instead of (4,2). By analogy with (4.4), 
the remainder after L terms of Eq. (6,2) will be 

'tt ' .+L-l '( I) .+L-l wn en m., L pz == m •. L Xl .•• X. Z pz , 
so that 

n.(xl •.. X. I z) = p 
ml,L(xl I z) ~ ±uLB~L)ql,L 

(5.9) X ["E n~.I(xl ••• X.)Z·+I-l + m~.LZ·+L-lJ, 
1-0 

(6.4) 

for all L ~ O. where 
For nonnegative potentials, the quantities Band 

B are equal and opposite, by (4.12) and (4.13), so 
that 

B~L) = 0 if L is odd, 

and B:L ) = 0 if L is even. (5.10) 

'This implies, by (5.8), that m •. L(xl ••• x. I z) has 

m~,L = 0(1) as z ~ O. (6.5) 

Setting 8 = 1 in (6.4), and using (6.1) and (6,3), 
we find 

mLL = OO,L (L = 0,1, ... ). (6.6) 

The m~.L's for 8 ~ 2 can be studied by precisely 
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the same methods as were used in Sec. 4 to study 
the m •. L's for 8 ~ 1. They have upper and lower 
bounds analogous to the bounds in (4.9): 

m:.L(xi ... x. I z) S ±m:.L.*, (6.7) 

where the quantities m:,L,. for 8 ~ 2 satisfy the 
same recurrence relation (4.14) as do the m •. L •• 'S. 
However, instead of (4.15), the starting conditions 
are now 

m:.L,+ = aO• L and m: .L.- = 0 (L = 0,1, ... ). 
(6.8) 

(7.1) reduces to p ~ 0 and Groeneveld's resule2 

p ~ uz, and the pair (7.4) reduces to 0 ~ In Z ~ 'Ozu, 
which can also be derived by a simpler method.2 

Taking the limit V ~ <Xl in (7.1) and (7.4), we 
obtain upper and lower bounds for the remainder 
after L terms in Mayer's fugacity series3 for the 
thermodynamic density p(z) and the thermodynamic 
pressure p(z): 

L-I 

p(z) S L: lb,z' + Lbi*lzL, (7.5) 
1-1 

L-l 

Comparing (6.8) with (4.15) and using the recurrence 
relation (4.14) both for m •. L •• and m:. L •• , we find where 
that these two sets of quantities are related by 

p(z)/kT S L: blzl + bi*lzL, 
1-1 

(7.6) 

(7.7) 

m:.L." = m'-I,L,* (8 = 1,2,,"; L = 0,1", .). 
(6.9) 

Combining (6.7), (6.9), (5.2), and (5.6) gives our 
basic set of upper and lower bounds on the re­
mainder terms in the expansion (6.2): 

m:,L(xi , .. x. I z) S ±U'-I+LB~Llq'_I,L 
~ ±U2(a-l+LlB~Ll(8 - 1)(8 - 1 + L)L-I/L!. (6.10) 

For nonnegative potentials, it follows from (5.10) 
that m:,L has the sign (- )L, and therefore that the 
series (6.2) has the alternating bound property. 

7. THERMODYNAMIC INEQUALITIES 

Upper and lower bounds on thermodynamic quan­
tities such as the density p and pressure p follow 
in a simple way from the foregoing results. For a 
finite system, which need not be uniform, the mean 
density p(z, V) has, by (4.4) and (5.9), the sets of 
upper and lower bounds 

p(z, V) == '0-
1 

/ d'XIni (Xl I z) 

L-I 

S L: lbz(V)zl + Lbi*lzL, (7.1) 
1-1 

for L = 1,2, '" , where 

For nonnegative potentials, bi+ ' vanishes for even 
L, and bi- ' for odd L, by (5.10) and (7,3). There­
fore, the fugacity expansions (7.1), (7.4), (7.5), and 
(7.6) have the alternating bound property for non­
negative potentials. 

For spatially uniform systems, we can obtain 
another set of upper and lower bounds on p(z) by 
using the truncated series from Sec. 6 instead of 
those from Sec. 4. Setting 8 = 1 in (3.8), substitut­
ing from (6.1) and (6.4) with k written for land 
L - 1 for L, and arranging by powers of z, we 
obtain 

for L = 1, 2, ... , whereI3 

a, == ±-l\/ ... /nL,-, 
1-1 • 

(.l L-
1

1 / / rL - L:., .. , mLL-, 
1-1 l. 

X (Yl ... Y/)fI ... fl dYI ... dy, 

± ~! / .. , / m~.O(y1 ... YL) 

X [fl ... hl. dYI ... dYL' 

(7.8) 

(7.9) 

(7.10) 

(7.2) The remainder estimates provided by (7.10) can be 
simplified [using first (2.7), (6.10), and (4.11), and 

(7.3) afterwards (5.6)] to 
The grand partition function therefore has the 
bounds 

'0-1 In Z = l' p dz/z S E MV)z' + bi*lZL. (7.4) 
o 1-1 

In the simplest case L = 1, the pair of inequalities 

L-l 1 
r(·l ~ a(·l = "" - {±UL- 1B(L-l) B(l) L ~ L - ~ l' + ql-l,L-I. 

1-1 • 

l' J. Groeneveld (reference 11). 
13 The coefficients al can be expressed in tenus of bl's by 

algebraic fonuulas which are discussed by Lieb (reference 1) 
and by Lebowitz and Percus (reference 10). ' 
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± L-.IB(L-l) B(l)} U
L 

(L) 
u - ql-l.L-I. ± L! qL-l.oB", 

= ±uL-IB~L){~ ql-l/-l + uqL,"O} S ±U2L-IB~L) 
1=1 l. L. 

L (l - 1)(L _ 1)L-l-l 
X ~ l! (L - l)! 

= ='cU2L-IB~L) (L ~~)L-l. (7.11) 

The results (7.8) and (7.11) may be combined to 
give a remainder theorem for the fugacity expansion 
of the fugacity coefficient z/ p: 

L-I 
z/p~l- .L:alzl-ai,"')zL (L=I,2, ···).(7.12) 

1=1 

For nonnegative potentials, (5.10) implies that 
ai,+) vanishes for odd L, and at) for even L, so 
that the infinite series corresponding to (7.12) has 
the alternating bound property. Liebl demon­
strated the existence of a set of polynomials giving 
alternating upper and lower bounds on z/ p. He con­
jectured that the coefficient of Zl in the Lth poly­
nomial would equal al for sufficiently large L. The 
alternating bound property shows that Lieb's con­
jecture is true in its simplest possible form, since 
the coefficient of Zl is always ai, unless it vanishes 
trivially. 

By combining (7.12) with the identity p/kT = 
n p dz/z we obtain the further inequalities for p(z): 

p/kT S f dz[ 1 - ~ alzl - ai,"')zL JI, (7.13) 

which are valid provided that the quantity in square 
brackets is positive throughout the range of inte­
gration. By (7.12), this condition is always satisfied 
for the lower bounds on p/kT, but for the upper 
bounds it is violated 1 for large z. 

Other thermodynamic quantities can be studied by 
similar methods. For example, the energy can be ex­
pressed in terms of the two-particle distribution func­
tion and so can be bounded above and below with the 
help of (5.8) or (6.10) for 8 = 2. The free energy per 
unit volume equals pkT log [zW/27rmkT)!] - p and 
can therefore be bounded above and below using 
the bounds on p and p derived in this section. 

S. DISCUSSION 

The upper and lower bounds obtained here are 
valid for all z, but their usefulness depends on the 

value of z. If z is small (less than l/u2eB), the bounds 
on the remainders given in (7.5) and (7.6) tend 
to zero with increasing L; therefore, the most ac­
curate estimates of p(z) and p(z) are obtained by 
using as many terms of the fugacity series as pos­
sible and using the results of this paper to estimate 
the small truncation error. On the other hand, for 
large z, the upper and lower bounds on the remainder 
move apart as L increases, so that small values of 
L are best. 

For quick reference, some bounds on p and p for 
small L, obtained from (7.5), (7.6), (7.12), and 
(7.13), are collected here: 

L = 1 : 0 ~ p ~ uz, (8.1) 

o ~ p/kT ~ uz, (8.2) 

z/(I + uB+z) ~ p ~ z/(I - uB_z), (8.3) 

[log (I + uB+z)J1uB+ ::; p/kT 

~ - [log (I - uB_z)J1uB_, (8.4) 

L = 2:z - u 3B+i::; p::; z + u3B_l, (8.5) 

z - !u3B+i ::; p/kT ::; z + !u3B_Z2, etc., 
(8.6) 

where u is defined in (3.7), and 

B = B(l) - J r -~(r)/kT 
..... - "P - le - I]~ dVr (8.7) 

is the contribution of the ± ve part of the potential 
rp(r) to the integral (4.12). The right sides of (8.3) 
and (8.4) hold only if z < l/uB_. For nonnegative 
potentials, the inequalities of this section reduce, 
since B_ = 0 and u = 1, to some of those found al­
ready by Lieb.1 

For an illustration of the use of this type of in­
equality, the reader is referred to the following paper 
by Lebowitz and Percus/o where the approximate 
equation of state found by Reiss, Frisch, and 
Lebowitz for the hard-sphere gas is tested against 
some of Lieb's upper and lower bounds. 
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Using the method of functional Taylor expansion developed previously, an extensive set of equa­
tions is obtained for the distribution functions and Ursell functions in a classical fluid. These include 
in a systematic way many previously derived relations, e.g., Mayer-Montroll and Kirkwood-Salsburg 
equations. By terminating the Taylor expansion after a finite number of terms and retaining the 
remainder, we also obtain inequalities for the distribution functions and thermodynamic parameters 
of the fluid. For the case of positive interparticle potentials, we recover the inequalities first found by 
Lieb. For nonpositive potentials, new inequalities (some also obtained by Penrose) are derived. These 
inequalities are applied to the case of a hard-sphere fluid in three dimensions where they are compared 
with the results of machine computations and approximate theories. Different inequalities, not 
obtainable from the above considerations, and some properties of the fugacity expansions, are also 
derived. 

I. INTRODUCTION 

RECENTLY, several authors have derived a 
number of exact results for classical equilib­

rium systems. LieV found a series of inequalities 
for the thermodynamic parameters and distribution 
functions when the pair potential cf>(r) :2: 0, and 
indicated how these may be extended, partially at 
least, to more general potentials. Independently of 
this, Groeneveld,2 Penrose/ and Ruelle4 obtained 
rigorous bounds for the radius of convergence of the 
Mayer series, in powers of the fugacity, for the pres­
sure and distribution functions. The latter two 
authors used as their starting points the Mayer­
Montroll and the Kirkwood-8alsburg5 sets of equa­
tions for the distribution functions. In the present 
paper, we develop a wide class of new integral equa­
tions for the various correlation functions of interest 
in fluids. One set of these equations is equivalent to 
those obtained by Mayer6 of which the Mayer­
Montroll and Kirkwood-8alsburg are special cases. 
Another set of equations includes as a special case 
two equations recently derived by Green.7 The same 
equations also yield in a very natural way the 
inequalities found by LieV and Penrose as well 
as some new inequalities. 

* Supported by the Air Force Office of Scientific Research 
under Grant No. 62-64, the National Aeronautics and Space 
Administration, Grant NSG 227-62, and the U. S. Atomic 
Energy Commission under Contract AT(30-1)-1480. 

1 E. Lieb, J. Math. Phys. 4, 671 (1963). 
2 J. Groeneveld, Phys. Letters 3, 50 (1962). 
a O. Penrose, J. Math. Phys. 4, 1312 (1963). 
4 D. Ruelle, Ann. Phys. (N. Y.) (to be published). 
5 J. E. Mayer and E. Montroll, J. Chern. Phys. 9, 2 (1941); 

J. G. Kirkwood and Z. Salsburg, Discussions Faraday Soc. 
15,28 (1953). 

6 J. E. Mayer, J. Chern. Phys. 15, 187 (1947). 
7 H. S. Green, Nucl. Fusion 1, 69 (1961). 

The technique used in this paper is an extension 
of our previous work on the correlation functions 
and thermodynamic parameters of nonuniform clas­
sical fluids. s We consider a system represented by 
a grand canonical ensemble with a chemical poten­
tial J.I. and reciprocal temperature {3. Each particle 
is subject to an external potential U(r), so that the 
system is characterized by a point function 

'Y(r) ! In (2-rrm/{3g) + {3J.1. - {3U(r) 
(1.1) 

In z - {3U(r), 

where z is the fugacity. Any function of interest in 
this ensemble 1/; may be expanded (formally at 
least) in a functional Taylor series (with or without 
remainder) in the deviation of 'Y(r) from some 
reference value 'Yo(r). Any other function w(r) which 
is uniquely related to 'Y(r) can equally well serve to 
characterize the system, and expansions can be made 
in the deviation of w(r) from its corresponding 
reference value wo(r). In particular, in I and II,8 
we were concerned principally with expansions in 
'Y(r) or in the density nCr). 

Once we have decided on an appropriate "inde­
pendent variable" w(r) to expand in, it is convenient 
to introduce a parameter a such that 

w(r, a) = wo(r) + a[w(r) - wo(r)], 
(1.2) 

= wo(r) + a.:1w(r). 

The function to be expanded,1/;, which is a func­
tional of w(r), 1/;[w(r)], may now be considered to be 
simply a function of a, 1/;(a). The expansion is then 

8 J. L. Lebowitz and J. K. Percus, J. Math. Phys. 4, 116 
248 (1963) (hereafter referred to as I and II, respectively)~ 

1495 



                                                                                                                                    

1496 J. L. LEBOWITZ AND J. K. PERCUS 

a simple Taylor series in a, definition 

(1.3) 

and the burden of the physics lies in suitable choice 
of 1/1, w, and woo 

II. DISTRIBUTION FUNCTIONS 

n.(y', hD = < 2: O(yl - r;.) ... o(y. - ri.», 
iJ,fIIIli.·· .",. 

(2.7) 

precisely the distribution of 8 distinct particles. 
It is often of value to introduce as well the dis­
tributions ft. in which 8 the arguments are allowed 
to refer to identical particles: 

11,.(y', b'D = «2: OCYI - ri» ... (2: o(y. - r.»). 
i i 

It is a simple matter to derive the relations 

ftl(y) = n1(y) , 

(2.8) 

11,iYiJ Y2) = n2(Yl, Y2) + n1(Yl)o(Yl - Y2), ... . (2.9) 

Both sequences of distributions possess generating 
functions. If X(y) is a suitably well-behaved test 
function, then according to (2.8) and (2.2), 

Let us denote the N-body coordinate-space Boltz-
mann factor by cN(rl, '" , rN) == eN(rN). Thus, J ft.(y·, hD IT X(Yi) dy' = Z['Yfl f N\ 

1 0 • 

(2.1) 

for particles interacting via the pair potentiall/>(rii). 
The grand partition function has the form 9 

Zh] = f ~ J eN(rN) fr e'Y(ri) d?, 
N-O N. i-I 

(2.2) 

x J eN(rN) g e'Y(rll (t X(ri»' drN, 

leading at once to the relation 

(2.10) 

., 1 J · 2: -81 11,.(y', hD II }..(y,) dy' = zh + XlIZ['Y]. 
o • 1 

(2.11) and the ensemble weight factor of (2.2) determines 
all expectation values. Hence, if Since (2.11) is itself a functional power series in X, 

(2.3) we have by direct comparison with (1.3), 

then 

<F~(yN» = zhr1 ~ ~! 
X J ~(rN)eN(rN) II e'Y{r!) drN. 

1 
(2.4) 

Since the distribution functions n.(y', [I'D are de­
fined by 

(F:(yN» = ft J F.(y')n.(y', [I'D dy', (2.5) 

it readily follows from (2.4) [on counting the terms 
in (2.3)] that 

n.(y', [I'D = ZhT l IT e'Y(Y;) f ~ 
i-IoN. 

(2.12) 

On the other hand, from (2.1) and (2.2), using a test 
function denoted by .1e'Y{Y\ 

J n.(y·, hD * .(\e'Y(Y;) dy' 

= Zhf1 f N\ J CNCrN) fr e'Y(r» 
o· 1 

X 2: .1e'Y(r,,) ••• .1e'Y(n.l drN • (2.13) 
h)l&'!i 2 ···~i.!,N 

f 84 J n.(y·, h]) IT .1e'Y(Yil dy' 
o • 1 

= Zh + .1'YJ/Z['Y]' (2.14) 

We also have from (2.3) and (2.5) the alternative from which, noting that .1e'Y = e'Y(e~'Y - 1), 

9 See, for example, T. L. Hill, Statistical Mechanics 
(McGraw-Hill Book Company, Inc., New York, 1956), 
p.233. 

(2.15) 
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Finally, we may similarly consider the Ursell10 

distributions 5', and &, associated with n, and 'fi-,. 
Indeed, they are most simply defined by relating 
their generating functions. ll With the above nota­
tion, one defines 

'" 1 J ' ~ 8i W,(y', ['YD ~ X(y,) dy' 

'" 1 J ' = In L, 'fi-,(y', ['Y D II X(y,) dy' 
o 8. 1 

= In Zh + Xl - In Z['Y], 

i: 1 J 5',(y', ['YD IT de'Y(Y;) dy' 
I 8! I 

(2.16) 

X J 'fi-.(y·)X(YI) .. , X(Ya) drl(YI) .,. drt(Y.) 

X J 'fi-,-.(Ya+l, ... ,Y.) 

X X(Ya+l) ... X(y,) dr2(Y.+l) ... dr2(Y') ' 

it follows that 

In Zh + X] - In Z['Y] = In L ~ a. 

X J 'It.(ya)X(Yl) '" X(Ya) drl(YI) ... drl(Ya) 

+ In L ;, J 'fi-b(y
b

) 

(2.20) 

X X(YI) ... X(Yb) dr2(Yt) .. , dr2(Yb) (2.21) 
= In i:, 8~ J n.(y', hD IT de'Y(Y;) dy' 

o • 1 

= In Z['Y + d'Y] - In Zh]. 

has no component &,(y') in which some particles 
(2.17) are in nl and the others in n2. The same of course 

holds for 5',(y'). 
By expansion, the relations 

- n2(Y2, Y3)nt(Yt) - n2(Y3, Yl)nt(Y2) 

+ 2nt(Yt)nt(Y2)nt(Y3), ... 

are obtained, and precisely the same relations hold 
between the &, and 'fi-•. As a consequence of (2.16) 
and (2.17), we now have 

(2.19) 

The characteristic property of the U rsell distri­
butions is that they vanish whenever their argu­
ments decompose into two independent sets. To see 
this, suppose that the total volume n is divided into 
two volumes n = n t + n2 such that 

= 'fi-.(Yt, ... y.)'fi-b (Ya+ 1 , .,. Yb), 

when Yt, ... Ya are in nl, Ya+l, ... Yb in n2 (and 
similarly under permutations of 'itcH)' Then since 

J 'fi-,(y')X(Yl) .,. X(y,) dr(YI) ... dr(Y,) = ~ (;) 
10 See, for example, J. O. Hirsehfelder, C. F. Curtiss, and 

R. B. Bird, Molecular Theory of Gase8 and Liquids (John 
Wiley & Sons, Inc., New York, 1954)/ p. 137. 

11 See, for example. J. L. LebOWitz and J. K. Pereus, 
Phys. Rev. 122, 1675 (1961). 

m. BASIC INTEGRAL EQUATIONS 

If one holds 8 particles fixed, the k-particle dis­
tribution becomes a conditional (k + 8)-particle 
distribution. In a classical grand ensemble, particles 
may be fixed by placing their force fields at fixed 
points. Thus, the higher-order distributions are re­
lated to lower-order distributions with external po­
tentials, a relation upon which many developments 
in classical statistical mechanics are predicated. 

To be explicit, and somewhat pedantic, we have 
from (2.6), 

n,(y', h D = Z['Y r 1 II e'Y (:,0 

X "~J e (I') II e'Y(r il eN+,(rNy') d? (3.1) 
L. N! N eN(?) , 

but for two-body forces, 

eN+,(?y')/eN(?) = e,(y') exp [-p L4>(r" yj)]. 

Hence, 

n,(y', ['YD = e,(y') ~ e'Y(Y;)Z[ 'Y - P * 4>YlJ / ZhL 
(3.2) 

where 
(Mr) == ¢(r, y). 

By virtue of (2.15), Eq. (3.2) yields the functional 
differential equation 

o'Z['Y J/ oe'Y (y,) ••• oe'Y (y,) 

= e,CY')z[ 'Y - P ~ ¢y; J. (3.3) 

which is our literal starting point. If (3.3) is dif­
ferentiated k times, it generalizes to 
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where we have made use of the relation 

e.(y') exp [-,8 L ¢(Yi, Xi)] = e,+k(y·xk)/ek(xk). 

Equation (3.4), in fact, when written as12 

(3.5) 

is precisely the conditional distribution relation 
alluded to above. 

We now wish to relate distributions of different 
orders for the same system. This requires elimina­
tion of the external potential which enters into such 
as (3.5) and may be accomplished by turning on the 
external potential in a series expansion of the form 
(1.3). To this end, we set 

e'Y(rIO) = z 

e'Y(rla) == ~1 + a(exp[ -,8i=¢(Yi,r)] - 1)} 
1 (3.6) 

== z II + af(y'; r) } 

e'Y(rll) == z exp [ -,8 t ¢(Yi, r) J. 
fey'; r) being a generalized Mayer f function, and 
follow the corresponding transition of a quantity 
we shall refer to as Gk .• (a): 

Gk .• (rky'IO) = Z(O)z-knk(rk), 

Gk .• (rky'la) == okZ(a)/oe'Y(r,la) .,. oe'Y(Ola), 

k (3.7) 
= Z(a) II e-'Y(rola)nk(lla), 

1 

Gk. ,(rky'II) = Z(O)z- (kH)nk+.(rky')ek(rk)/ek+.(rky'). 

Here Z(a) denotes Z[,},( la)], etc. 
Direct application of (1.3) now yields 

i 

X II [zf(y'; r i)] dri 

I 

HI 

X II [zf(y'; r;)] drHI da, (3.8) 
I 

12 See, e.g., J. K. Percus, Phys. Rev. Letters 8,462 (1962). 

or employing 

oiGk .• (xky'la)/oe'Y(r,la) ... oe'Y(rjla) 

= Gk + i .• (xkri , y'la) 

and the definition of Gk ." 

i 

(3.4) 

(3.9) 

II f(y'; r i ) dri 

i-l 

(3.10) 

If this series converges, so that the remainder term 
Ri~! vanishes when ( goes to infinity, then for any 
choice of k ~ 0, we get a set of recursive equations 
for the distributions in the original system without 
external potential, as s is varied. Similarly, for any 
choice of s ~ 1 (the choice s = 0 leads to an identity), 
we obtain a set of equations for different k. In par­
ticular, the choice k = 0 recovers the Mayer­
Montroll equations, while s = 1 gives the Kirkwood­
Salsburg equations. Equation (3.10), with ( = co, 

is equivalent to Eq. (54') of Mayer.6 

A different but equivalent set of integral equations 
may be obtained by instead expanding Gk.,(O) about 
its value at a = 1 [corresponding to setting a = 1 - 0 
in (3.6) and expanding about 0 = 0]. This procedure 
leads to the equations 

,k I (_I)il k'i;' 
Z nk(x) = f; ~ nk+.+;(x Y r) g fCy ; rJ 

X ek+i(xkri)/ek+'+i(xky'ri) dri 

ZHlH+l( -1) HI 1 HI '. 

+ Z(O) If fey , r,) 

11 G C k HI 'I ) at 1+1 X 0 k+H1 •• X r Y a (! da dr . (3.11) 

It should be noted that the left-hand side of (3.11) 
contains, in contrast to (3.10), z raised to a posi­
tive power. Eq. (3.11) is formally the inverse or 
"solution" of (3.10). 

The fugacity (z) expansion3 implicit in (3.10) may 
be avoided if we consider instead the expansion of 
the function 
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k 

Gk .• (a) = II C-'Y(ri1alfl'k(l!a) 
i-I 

lJk In E(a) 

For k = 0, Go .• (a) = In E(a), we find 

In [n,(y·) ] 
z'c, (y') 

(3.12) 

I IIi 11 (1 )1 = .L: l fl'i(ri) II f(y'; ri) dri + ZHI - a 
,-0 J. ;-1 0 .e! 

(3.13) 

while for k ;:::: 1, 

f"! (xk. y') e8(y')ck(X
k
) 

1'kl" ( 8 k) e.+k Y x 

= ± -J~ 1 fl'k+i(xkr i
) IT f(y'; ri) dri 

o . I 

+ k+HI 11 (1 - a)l 1 G- ( k HI 8! ) z 'I k+HI .• X r Y a 
o "'. 

1+1 

X II fey'; r i ) dr i da. (3.14) 
1 

Here Pkl.(Xk; y') is the Ursell function for k particles 
when 8 particles are fixed, and corresponds to re­
placing the densities ni(x i

) appearing in fl'k by the 
conditional densities ni+,(xiy')/n,(y'). Thus, 

Pl/I(x; y) = n2(xy)/n l (y), (3.15) 

P2/1 (X1X2; y) = na(xl x2y)/nl (y) 

- n2(x1y)n2(x 2y)/nl(y)2. 

Equation (3.14) may now be used to develop a 
virial expansion in the density for the Ursell func­
tions in a manner similar to the fugacity expansion 
obtainable from (3.10).3 Unfortunately, however, 
the left-hand side of (3.14) is not linear in the 
F's-see, e.g., (3.15)-and this will lead to quite 
complicated recurrence relations for the coefficients 
in the density expansion. For completeness, we indi­
cate how the relation between fl'k and P kll may be 
obtained. If, for a test function g(x), we set 

fl'k = 1 fl'k(Xk) IT g(x i ) dXk/k!, 
I 

nk = f nk(xk) IT g(x i ) dxkjk!, 
1 (3.16) 

Pkll(y) = 1 PkI1(Xky) IT g(x i ) dxk/k!, 
1 

then from the generating function relation (2.17), 
we have 

~ fl'k = In (1 + t nk) 

= In [1 + (I g(x) lJ/ lJg(x) dx r1 

~ knkJ 

= In [1 + (I g lJ/ lJg rt. 1 g(y)nt(Y) ~ nk/l(y) dy J, 

so that 

~ fl'k = In [1 + (I g lJ/lJg)-1 1 g(y)nl(y) 

X exp (~Pklt(y») dYJ, (3.17) 

which can be expanded out. Equation (3.13) and 
the first of Eqs. (3.14), without a remainder term , 
were also obtained, using a different method, by 
Green.7 

IV. INEQUALITIES FOR POSITIVE POTENTIAL 

We have already indicated that (3.10) may be 
used, when t ~ co, to obtain series expansions of the 
distribution functions in powers of z. The purpose 
of this section is to obtain rigorous inequalities on 
the distribution functions, valid for all values of z, 
by securing upper and lower bounds on the remainder 
term R~~! in (3.10). We repeat for convenience 

nk+,(xky8)ek(xk) _ N(ll + R(l) (4.1) 
ek+o(xky8)z' - k.. k .•. 

It is simplest to consider first the case of positive 
potential, ct>(y, r) > 0, so that -1 :::; f(y'; r) ~ 0. 
This was first studied by a very different method 
by Lieb/ who obtained the bounds given in Eq. 
(4.10). In this case, since nk+l+ t is always non­
negative, the remainder Rk~! has the sign (-1) HI. 

Thus, Ri~! ;:::: ° for t odd, Rk~; ~ 0 for t even, and 
we have at once the result 

nk+8(xky')ek(xk) ;::::{ N(ll( k ') tOdd} 
Ck+8(Xky8)Z8 ~ k., X Y t even ' (4.2) 

with eventual steady decrease in the interval 
hemmed in by successive bounds if the series N(ll , k,fJ 

converges as t ~ co, but rigorous bounds under all 
circumstances. 

A stronger inequality for the same value of t is 
obtained by noting that Gm.n(a) is a monotonically 
decreasing function of a, for ct> ;:::: 0, since 

aGm.n(xmyn!a)/aa = z 1 f(yA; r)Gm+l.n(xmryn!a) dr 

:::; 0 for f =::; O. (4.3) 
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Thus, 0 ~ G ..... (I) ~ G ..... (OI) ~ G ...... (O). Using 
G ..... (I) as a lower bound in the remainder, (4.2) 
is then strengthened to 

R(l)(k.)~} 1 IJ (kHI') k., X Y ~ t + I!;; nk+I+,+1 x r Y 

( k HI) HI t dd} X ek+HI x r II fey"~ r.) drHI 0 • (4.4) 
( 

k HI ') , • , even ek+H,+1 x r y I .., 

On the other hand, using G ..... (O) as an upper bound 
succeeds only in converting the inequality for e 
into the original one for e + 1. Still stronger in­
equalities can be obtained by noting that G(OI) is 
convex, since successive derivatives with respect to 
01 alternate in sign. 

By setting e'Y (r I 0) in (3.6) equal to z, we have 
implicitly removed any external potential from the 
interior of our system. Thus, if cp(y, r) = cp(y - r) 
and we adopt periodic boundary conditions, the 
system will be uniform and the constant density 
p = nl (r) one of its thermodynamic parameters. 
We, henceforth, restrict our attention to uniform 
systems (although this restriction is for most of our 
purposes inessential) . We now proceed to obtain 
actual bounds upon the distributions and not merely 
relations between them. As a prototype, (4.2) may 
be truncated at e = 0 to yield 

nk+.(xky') < z' nk(t) (4.5) 
ek+.(xky') - Ck(yk) , 

and, in particular, 

I < .-\ < ' n, e, _ pz _ Z • (4.5') 

The last form of the inequality was obtained orig­
inally by Groeneveld.2 

Successively finer inequalities now involve trun­
cating at higher e and eliminating all distributions 
but one. The process may, however, be carried out 
in numerous ways. Consider first the Kirkwood­
Salsburg sequence s = I, k = 0, 1, 2, .... We 
have from (4.4), 

E ~ 1 + z J fer) n2~r) lop(r) dr ~ 1, (4.6a) 
z z 

~ ~ 1 + z J ~ fer) dr + ~~ J f(rl - y)f(r2 - y) 

X n3 (rtr2y) e2(rtr2) dr dr > 1 + J fer) dr (4.6b) 
Z3 eaCr

1
r

2
y) 1 2 - P , 

E ~ 1 + z J E fer) dr z z 

(4.6c) 

n2(XY) efJop(z-y) < !!. 
l - z 

+ z J fer - y) ~ ebr) dr < /z (4.7a) i e
3
(xry) - p , 

n2(xy) l'P > E + z J fCr - y) n2(xr) dr 
l - z l 

~ ~ + z J fer - y) n2~2' r) dr, (4.7b) 

(4.8) 

We can now also obtain bounds on p/z, n2/l, 
etc., which do not contain any distribution func­
tions but only p and z and explicitly known quanti­
ties. Perhaps the simplest consistent (but not neces­
sarily "best") manner of doing this is to consider 
only the second (weaker) inequalities in Eqs. (4.6)­
(4.8). Then we utilize (4.7a) to eliminate n2 from 
(4.6c), (4.7b), and (4.8c). This yields (4.9c), (4.15b), 
and (4.16), ... etc., -the key to the maintenance 
of the inequality in each case being that f < O. 
We thus find 

p ~ z, p ~ z + pz J fer) dr, (4.9a, b) 

p ~ z + p{z J fer) dr 

+ ;~ J e-fJ'P(r)f(Y)f(r - y) dr dY}. (4.9c) 

This process was carried out in detail by Penrose, 13 

and leads to a general set of inequalities, Lieb's 
inequalities are of the form 

<} ~ t even} 
p ~ z + p ~ a;zi todd ' (4.10) 

which, as long as L:t a;zi < 1, can be written as 

13 O. Penrose, J. Math. Phys. 4, 1488 (1963) (previous 
paper). 
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'" '" 
(4.11) nk(xk) = PZH L ak.j(x')zj = l Ln.l:.j(X')Zi, 

The coefficients aj in (4.10) and (4.12) may be 
found in tenus of the more customary quantities 
bk occurring in the fugacity expansions of pressure 
and density, 

(4.12) 

Since the aj do not depend13 upon t, one need only 
take the t = co limit of (4.11) and equate coeffi­
cients: 

(4.13) 

Making use of a well-known fonuula14 for the power 
series representing the quotient of two power series, 
one finds 

aj = (-l)j .. 1 

2b2 1 0 0 

3ba 2b2 1 0 
X 3ba 2b2 0 

(4.14) 

lu + ~)bi+1 
1 

jb j (j - l)b j_1 2b2 

The same process which led to (4.9), leads di­
rectly to the analogous sequence 

nlxy)/i $ (p/z)e-6~(X-7), (4.15a) 

n2(x; y) > !!. [e-6~("-Y) 
z - z 

+ z J e-6
4>(X- r'f(r - y) dr J. '" , (4.15b) 

ng(x1, X2, y) < ( ) l - pea Xl, x2, Y , .,. . (4.16) 

In general, one derives, in this fashion, inequalities 
of the fonu 13 

k) <} k-l ~ (k); t even 
nk(x ~ pz f::'o au X z todd' (4.17) 

and the ak.; can again be obtained by letting t ~ co, 

then equating (4.17) to the usual fugacity expansion 
of n.l:: 

14 See, for example, I. S. Gradstein and I. M. Riezhic, 
Collection of Formulas (Four Continent Publishing Company, 
Inc., New York, 1962). 

o 0 

or (4.18) 

A somewhat simpler set of inequalities, which 
however are not always as strong as (4.11) and 
(4.17), is available from the Mayer-Montroll equa­
tions, i.e., k = 1 in (4.1). For this purpose, we 
iterate as before, but also eliminate p = n1(r) in 
tenus of z and f. This yields directly13 

( 
k $ } k ~ '" j t even nk x);::: z ~ nk.i(x)Z todd' k;::: 1. (4.19) 

In particular, for k = 1, since P = f (p/z) dz we 
have both 

and 

$} ~ 'b.z; todd, 
p > L.J J, t even _ 0 

<} H . t odd. 
(3p ~ ~ b;z'. t even 

(4.20) 

V. INEQUALITmS FOR GENERAL POTENTIAL 

When the pair potential cf>(r) is not everywhere 
positive (or zero) we must obtain bounds for both 
the product of the I's and nCo:) in the remainder in 
(4.1). Separating the potential into a positive and 
negative part: 

cf>(r) = cf>+(r) + cf>-(r) , 
(5.1) 

cf>- $ 0, cf>-cf> .. = 0, 

we can thereby obtain also for f 

fry'; r) == f .. (y'; r) - f-(Y'; r), (5.2) 

where f .. ;::: 0, f- ;::: 0, f+f- = O. Correspondingly, 
in the factor II fin (3.10), we may collect separately 
the positive and negative tenus: 
HI 

II [f+(Y'; r) - f-(Y'; r)] 
1 

= F+(y';rl+l) - F_(y';r'+1), (5.3) 

with F + ;::: 0, F _ ;::: O. 
To estimate the quantity nk+I+l(xk r ' +1 I 0:) :B:(o:) 

in the remainder of (4.1), we recall [Eq. (3.2)] that 
, 

:B:[,..] II e-'Y(XOn,(x', hD 
1 

(5.4) 
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Now in the present instance, t = k + t + 1, and 
in the integrand of E['Y - (3 E: <P,J we have (with 
o S a S 1) 

N N 

IIe'Y(rl'a) = ZN II (1 +af(y';rj) 
1 

N 

S ZN II (1 + f+(Y·; rj) (5.5) 
1 

= ZN exp [ -(3 ~ ~ <P-(Yi - rj) J. 
It has been shown by Penrose3 that when the 
particles have hard cores and <p(r) falls off suffi­
ciently rapidly as r ~ co, then in the domain of 
nonvanishing Boltzmann factor, 

N 

L<P(y - rj);:::: -2<I>', N = 1,2, "', (5.6) 

where <I>' is some constant. The same argument 
shows that 

N 

E <p-(y - rj) ;:::: - 2<I>'. (5.7) 
i-=1 

It follows then from (5.4) that 
, 

E['Y] II e-'Y(X')n,(x', ['YD 
1 

(5.8) 
or 

( 

..... ()) k l+I 
t:. a II -'Y(x;la) II -'Y(rila)n (Xkrl+II) 
..... (0) e e k+l+l a 
~ 1 1 

< -k-l-I 2{J,'t> , (xkrHI) 
_ z e nk+HI , (5.8') 

and, hence (performing the a integration), that the 
remainder term of (4.1) is bounded from both sides: 

Rw s} 2{J,'t>' J nk+l+l(x
k
r
HI

) F+(yBrHI)} d HI 
k •• ;:::: ± e (f + I)! F_(y8r l+I) r , 

(5.9) 

F + being used for the upper bound, F _ for the lower. 
Equations (4.1) and (5.9) may be treated by suc­

cessive elimination in the fashion of (4.6)-(4.9) to 
obtain somewhat more complicated bounds on the 
distribution functions. I3 In the special case k = 0, 
s = 1, one has directly 

p/z S 1 + pe2/W J f+(r) dr, 
(5.10) 

2{J't>' J p/z ;:::: 1 - pe f-(r) dr. 

For positive potentials, where <I>' = 0, f + = 0, 
f- = -f, (5.9) implies the previous (4.2). 

It is to be noted that, by the same reasoning used 

to derive (5.8), one may obtain 

( 
k 8) < . ek+, (X

ky8) (y') 2,{J't> , nk+, x Y _ z (k) n. e 
ek x 

< k+, (x.y.) 2(k+,){J't>' _ Z ek+. e . (5.11) 

The last inequality was first obtained by Groene­
veld.2 As a special case, one has the simple 

(5.12) 

VI. APPLICATION TO HARD SPHERES 

In this section, we shall evaluate explicitly our 
rigorous inequalities on the thermodynamic param­
eters and radial distribution function for a gas of 
hard spheres of diameter a, and compare them with 
machine computations and approximate theories. 

Consider first the bounds (4.11) and (4.20) for 
the function p(z). For hard spheres of diameter a, 
the first five virial coefficients are known: 

(6.1) 
E = 0.115 B4 

(E is only known to within 15%), thus yielding the 
corresponding irreducible cluster integrals 

. (31 = -2B, (32 = -HB2, 
(6.2) 

(33 = -0.3825B3, (34 = -0.144B4, 

and connected cluster integrals, in units of B, 

ba = 1.689, 
(6.3) 

b4 = -3.555, bs = 8.467. 

We note parenthetically the relation of (6.3) to 
rigorous upper bounds which have been derived2

: 

Ib3 1 S 2, Ib4 1 S ¥, Ibsl s ¥. 
To determine the coefficients aj, we employ (4.14) 

in the form 

1 - ~ ajzi = 1/ (1 + t bkl-} (6.4) 

and find that, 

a3 = -1.950, 

a2 = 1.063, 

a4 = 4.617. 
(6.5) 

We, therefore, have the following upper bounds 
p(i)(z) and lower bounds p(i)(z) on p [from (4.12) 
and (4.20)]: 

p(3)(Z) = z/(1 + 2z - 1.063l) , 

p(4)(Z) = z - 2Z2 + 5.063l, (6.6) 
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p(S)(z) = z/(1 + 2z - 1.063l + 1.950i - 4.617i), 

p(6)(Z) = z - 2i + 5.063i - 14.222l + 42.335i, 

p(1)(z) = z/(1 + 2z), P(2)(Z) = z - 2z2, 

P(3)(Z) = Z/(l + 2z - 1.063z2 + 1. 950i) , (6.7) 

P(4'(Z) = z - 2i + 5.063i - 14.222z4. 

The fractional expressions are valid until the de­
nominators change sign. 

The lowest upper bound of (6.6) and greatest 
lower bound of (6.7) are plotted in Fig. 1, for the 
range 0 ~ z ~ 3. They bracket P to within 1 % for 
z < 0.25 (p < 0.17), to within 25% for z < 1.0 
(p < 0.5), and thereafter diverge rapidly (close 
packing occurs at P ~ 3 in these units). We may 
use the bounds of (6.6) and (6.7) to test approximate 
equations of state. The approximation for hard 
spheres obtained on the basis of thermodynamic 
arguments by Reiss, Frisch, and Lebowitz,15 and by 
Wertheiml6 and Thielel6 from the exact solution 
of the Percus-Yevickl6 approximate integral equa­
tion for the radial distribution function, 

{3p = p[1 + tP + (tp)2]/(1 - tp)3, (6.8) 

is in very good agreement with machine computa­
tionsl7 of the pressure over the whole range of "fluid" 
densities, p < 1.6. From (6.8), the fugacity z is 
obtained by means of 

In z = In p + 1P 

a({3p - p) dp , (6.9) 
o ap p 

or 

which, when plotted on the same graph as the 
bounds, fits snugly in the center for z < 1. 

For the radial distribution function g(r, z) = 
n2(r, Z)/p2, we find from Eqs. (4.17)-(4.18) 

pg(r) ~ za2.o(r) = zn2,O = ze-~~(r), 

pg(r) ~ za2.o(r) + z2a2,l(r) 

= (z + 2i)n2 • 0(r) + in2.I (r) 

= e-~"[z + (gl - 2)i], 

pg(r) ~ za2 . 0(r) + z2a2 .I (r) + la2.2(r) 

= e-~,,(r)[z+ (gl - 2)i + (3ba - 4g1 + g2)Z3], 

(6.11) 

I. H. Reiss, H. Frisch, and J. Lebowitz, J. Chern. Phys. 
31, 369 (1959). 

16 M. Wertheim, Phys. Rev. Letters 10, 321 (1963); 
E. Thiele, J. Chern. Phys. 38, 1959 (1963); J. K. Percus and 
G. J. Yevick, Phys. Rev. 100, 1 (1958). 

17 B. J. Alder and T. A. Wainwright, J. Chern. Phys. 33, 
1439 (1960). 
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FIG. 1. Bounds on the density. Dotted lines are least 
upper bound and greatest lower bound for p(z) obtained 
from (6.6) and (6.7); solid line is p(z) given by R-F-L and 
P-Y, Eq. (6.10). 

where we have used (4.18) and the relation 

g(r) = e-~,,(r)[1 + glP + g2/ + ... ]. (6.12) 

On the other hand, we have from (4.19) 

pg(r) ~ (z/ P)zn2.0(r) , 

pg(r) ~ (z/ p)(zn2.0(r) + ln2 • I (r), (6.13) 

which may be completed to p-independent inequali­
ties for pg(r) by application of (4.20). For a hard­
sphere gas, the values of gk and n2,k for k = 0, 1, 2 
are known from the work of Nijboer and Van Hove. ls 

In Fig. 2, we have plotted the lowest upper bound 
and greatest lower bound of (6.11) [(6.12) turns 
out to be inferior in each case] for z = t and z = ! 
and the value of pg(r) obtained by Wertheim/6 for 
z = t, r ~ 2. 

One can also look, e.g., at (4.6) from the view­
point of integral inequalities on pg(r). Thus, from 
the first and third equations of (4.6) (dropping the 
last term in the latter), one has 

1 ~ ~ + J f(r)eM(r) pg(r) dr, 

1 ~ ~ + z J fer) dr (6.14) 

+ ~ z J f(rl)f(r2)pg(rl - r 2) dr) dr2, 

or in the case of hard spheres, 

f pg(r)l</>(r) dr ~ ~ - 1, 
\Tl~a p 

(6.15) 

4 3 1 1 2: 31Ta + - - - . 
z P 

18 B. R. A. Nijboer and L. Van Hove, Phys. Rev. 85, 777 
(1952). 
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liiG. 2. Bounds on pg(r). Dotted lines represent upper and 
lower bounds of pg( r) for z = i and z = t. Solid lines represent 
solution of the P-Y equation for the same values of It for r ::.:; 2. 
Straight dot-dash lines represent values of p for z = i, ! 
from (6.10), and are thus the asymptotic values of pg(r) 
for It = i,1. 

vn. OTHER INEQUALITIES 

In this section we describe briefly some other 
bOlIDds on the thermodynamic flIDctions which are 
not obtainable directly from the general develop­
ment given above. First, it is known that, for all 
physically reasonable potentials, p(z) and p(z) are 
nondecreasing flIDctions of Z.19 When cf>(r) ;:::: 0, 
it was also shown by Groeneveld that P(ZI + Z2) ~ 
P(Zl) + P(Z2)' We shall now show further that when 
the forces between the particles are purely repulsive, 
cf/(r) ~ 0, then p(z)/z is a monotonically decreasing 
function of z [since cf>(r) goes to zero as r ~ 0), 

cf/(r) ~ 0 implies cf> ;:::: OJ. Recalling that p = 
iJ{3p/iJ In z, we have, on taking the derivative of {3p/z, 

(d/dz)({3p/z) = (I#Hp - (3p] 
(7.1) 

11 f = ;: 6 r{3cf/(r)n2(r) dr. 

The last equality follows from the virial theorem 

and applies to all potentials. For purely repulsive 
forces, however, d({3p/z)/dz is clearly negative. 

For more general forces, but with potentials such 
that (5.6) and the sequel are valid, we may instead 
obtain bOlIDds on the pressure. Since f can always 
be decomposed into a difference of flIDctions de­
creasing monotonically to zero, we write 

fer) = fer) - r(r), (7.2) 

if f+ > 0 dr - , iff->o dr - , 

(;rf)(;rr) = o . (7.3) 

We then find from the virial theorem and (5.11) that 

(3p = p + ~ f l¢(r)rf'(r)n2(r) dr 

Hence 

(7.4) 

where f fer) dr ~ O. Eliminating z or p from (7.4) 
by virtue of (5.10) thus yields 

[ 
1 pe2M' f fer) dr ] 

fJp ~ p 1 - '2 1 _ pe2P~' f f-(r) dr (7.5) 

< z 1 - !ze2W f fer) dr 
(3p - 1 _ ze2W f f+(r) dr' (7.6) 

For repulsive forces, (7.5) reduces to 

(3p ~ p(l - !b2 ! p)!(l - 2 Ib2 ! p). (7.7) 

Lower bounds on p may be obtained in a similar 
fashion. 

Bounds of the form (7.5)-(7.7), illlfortlIDately, 
become useless at high density. Nonetheless, the 
monotonicity of p(z) alone helps establish some 
bOlIDds on p(z). We have 

(3p(z) = (3p(zo) + f' !!. dz ;:::: (3p(zo) + p(zo) In (z/Zo), 
" Z (7.8) 

fJp(z) ~ (3p(zo) + p(z) In (z/zo), z ;:::: Zo. 

Now for potentials with a hard core, p(z) has an 
upper bOlIDd P., the close-packing density. An upper 
bOlIDd to p(z) is then given by 

18 L. Van Hove, Physica 15, 951 (1949); D. Ruelle, Helv. 
Phys. Acta. 36, 183 (1963). (3p(z) :::; (3p(zo) - p. In Zo + p. In z, z ;:::: zoo (7.9) 
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We see from (7.9) that (3p(z) - Pc In z is a decreasing 
function of z and that lim.-", ({3p(z)/In z) = P •• 

This suggests that we write the relation between 
p and z in the form 

(7.10) 

Then B({3p) starts out as (3p, increases monotonically 
with p, and satisfies the equation 

(dld{3p) In B({3p) = 11 PCp) - 11 Pc ~ O. (7.11) 

One may obtain a power series expansion for B({3p) 
from inversion of the series L blz l• In the special 
case of a one-dimensional gas of hard rods, one has 
B({3p) = {3p. 

Finally, we shall mention one other type of 
inequality, which compares two systems with dif­
ferent potentials. Let the potential ¢(r; a) have 
the form 

¢(r; a) = {ro 
au(r) 

r<a 

r~a 

(7.12) 

Then the canonical partition function for N particles 
in a volume V becomes 

ZN(a) = A~ r e-lla L,>IU(r/f) d? 
N. JON(V) (7.13) 

where A is a constant and ON(V) the complement 
of the excluded volume. It follows now from Sch. 
wartz's inequality that 

(
AN r)2 2 

ZN(a)ZN( -a) ~ N! JON d? = ZN(O) , (7.14) 

where ZN(O) is simply the partition function for 
hard spheres. Since the free energy per particle is 
given by 

F () 1
· In ZN(V, a) 

, P; a = - 1m fJN ' 
N_aJ tJ. 
V-'" 

N/V-p 

it follows from (7.14) that 

F,(p; a) + FI(p; -a) :::; 2F,(p; 0). 

(7.15) 

(7.16) 

The relation (7.16) may be written in terms of 
the pressure 

(7.17) 

where v = p -, is the volume per particle, and becomes 

1'" [ f3p(v'; a) + (3p(v'; -a) - ~ ] dv' 

:::; 2 f.'" [(3P(V'; 0) - ~ ] dv'. (7.18) 

It is interesting to note that when u(r) represents a 
very long-range weak potential, such as the type 
considered by Kac, Uhlenbeck, and Hemmer,20 

u(r) = -'Y·u(')'?') , J u(r) dr = 1, (7.19) 

where J1 = 1,2,3 is the dimensionality of the space, 
then in the limit 'Y ~ 0 

(3p(p; a) = (3p(p; 0) + a/, (7.20) 

for a < 0, while for a > 0, (7.20) has to be supple­
mented by the Maxwell rule for the two-phase region. 
Thus (7.18) becomes an equality for volume v out­
side the two-phase region. 
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APPENDIX A. FUGACITY EXPANSION OF THE 
URSELL FUNCTION 

We may use the methods developed in this paper 
to obtain directly the fugacity expansion, with or 
without a remainder, of the Ursell function 5".(r'; z). 
We consider a "turning-on process" which takes 
exp 'Y(y I a) from an initial value zero to a final 
value z, to wit, 

e'Y(Yla) = az. (AI) 

Thus expanding 5". (r', ['Y]) II; e-'Y(r.la) at a = 1 
about its reference value at a = 0, we obtain with 
the help of (2.19) 

5".(r· i z) = ~ i J U .(' i) d ; • .L.... ., .+, r x x z ;-0 J. 

+ l' dz' (z-z')' J (.1+1. , d '+1 
o t !(Zl), +1+ , 5".+1+1 r x , z) x , (A2) 

where 

(A3) 

is the kth Mayer cluster function.2 

When t ~ ro, (A2) yields the fugacity series 
for F •. When 8 = 1, (A2) reduces to (4.13b). It was 
shown by Groeneveld2 that for a positive potential, 
¢(r) ::::: 0, the Uk alternate in sign, (_I)k Uk ::::: O. 
Thus, the coefficients in the fugacity expansion of 
the Ursell functions alternate in sign when ¢ ~ O. 

20 M. Kac, G. E. Uhlenbeck, and P. C. Hemmer, J. Math. 
Phys. 4, 216 (1963). 
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However, unlike the case of the expansion of n's, and using the bounds on the n's obtained in this 
5'1 = n, or the nIt in general, stopping the series after paper. Unfortunately, the bounds thus derived do not 
a finite number of terms does not yield an upper or have the property of approaching zero when the s 
lower bound on 5'. for 8 > 1, i.e., the remainder particles in 5'. are separated into groups which are 
term in (A2) alternates in sign only for 8 = 1. far removed from each other. This is not surprising 

We may however still obtain bounds on the re- since these bounds hold also when the system is 
mainder term in (A2) by decomposing 5's+(+1 into its split into two phases, in which case the Ursell func­
positive and negative parts, which are products of tions do not approach zero asymptotically. 
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It is shown that the exact solution of a nonhomogeneous linear integral equation with a kernel 
K of rank n is given by forming the Pade approximant P(n, n) from the first 2n terms of the perturba­
tion series solution. It follows that for a compact kernel K, the solution is lim,. ..... '" P(n, n); this gives 
meaning to a large class of perturbation series when the perturbation is large. The possible extension 
of this result to wider classes of equations is discussed. 

I. INTRODUCTION 

T HE method of Pade approximants has been 
applied with considerable success to the solu­

tion of a variety of problems1
-

a in which a divergent 
or an apparently divergent series requires inter­
pretation. Gammel4 has suggested the use of this 
technique to solve a strong coupling problem in 
quantum field theory-the calculation of the mag­
netic moments of the nucleons from the perturba­
tion series. This suggestion has led the author to 
study the realm of validity of the Pade method in 
perturbation theory, in particular in potential theory, 
and then to broaden the scope of the theory to a 
general study of linear integral equations. 

Given a series 

(1.1) 

where mr are complex in general, the Pade ap­
proximant 

* On leave of absence from the School of Mathematics, 
Trinity College, Dublin, Ireland. 

1 G. A. Baker and J. L. Gammel, J. Math. Anal. and 
Appls. 2, 21 (1961). 

2 G. A. Baker, Phys. Rev. 124, 768 (1961). 
3 C. Lovelace and D. Masson, Nuovo Cimento 26, 472 

(1962). 
• J. L. Gammel (private communication). 

is defined by the identity in X, 

(~X·b.)( ~ xrmr) = ~ XVa" + O(X "+P+l). (1.3) 

Thus a" and b. are given by 
min (r.p) 

L: b.mr-. = ar 
aDO 

and 
min (rdn 

L: b.mr-. = 0 .-0 

(r = 0,1, ... ,a), (1.4) 

(r = a + 1, ... ,a + (3). (1.5) 

In general we can choose, say, bo = 1, and (1.4) 
then defines b1, ••• , bfJ uniquely; from (1.3), a, 
and hence pea, (3) are defined uniquely. Further, 
it is clear that the formal expansion of (1.2) as a 
power series in X will agree with (1.1) to O(A a+fJ). 

II. THE SOLUTION OF INTEGRAL EQUATIONS 
WITH KERNELS OF FINITE RANK 

We shall first study the nonhomogeneous linear 
integral equation 
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f(x) = g(x) + A J K(x, y)f(y) dy. (2.1) 

when the kernel K(x, y) is of finite rank n, so that 
it is expressible in the form 

" 
K(x, y) = L cp,(x)ifi.(y) , (2.2) 

i=l 

the basis functions CPI(X), ... ,cP,.(x) being linearly 
independent. Then the solution of the equation is 
of the formll 

n 

f(x) = u(x) + L hiCP;(x), (2.3) 
i=1 

where the n coefficients hi satisfy the set of n 
linear equations 

L (0;; - "AkH)h; = gi' (2.4) 
i-I 

with 

(2.5) 

and 

gj = (g, Iff) == J g(y)ifij(Y) dy. (2.6) 

Thus, using the representation with finite basis 
{CPh •.• cp .. L the integral equation reduces to a 
finite algebraic system. Equation (2.4) can be written 
in matrix form as 

(I - "Ak)h = g. (2.7) 

If T = (Tki ) is any nonsingular (n X n) matrix, 
we can define a new basis {cI>d (k = 1, ... , n) by 

" 
cI>k = L CP.Tiko 

i=1 

or 

... = <f»T. (2.8) 

This transformation simply defines a new repre­
sentation, and we can express the solution in this 
new representation by defining 

iF = rl~, (2.9) 

H= rlh, (2.10) 

and 

G = (u, '1") = rIg. (2.11) 

• F. Riesz and B. Sz.-Nagy, Functional Analysis, (Blackie 
& Sons, London) pp. 161-2. 

Then Eqs. (2.3) and (2.7) become 
.. 

f = g + L H;cpi' (2.12) 
i-1 

and 

(2.13) 

For simplicity, we now assume that the eigenvalues 
of k are nondegenerate, so that k can be diagonalized. 
The theorem which we shall now prove is true even 
if we do not make this assumption, and its proof 
is a generalization of that given here, based on a 
reduction of k to canonical form. Since T is an 
arbitrary nonsingular (n X n) matrix, we can choose 
it to make rl( I-Ak)T diagonal. If Kj (j=l, 2,"', n) 
are the eigenvalues of k, (2.13) can then be solved 
to give 

Hi = G,/(l - AKi) (j = 1,2, ... ,n). (2.14) 

So far we have used representations in which the 
kernel K(x, y) is represented by an (n X n) matrix. 
The representations which are convenient to use in 
practice may not be of this form; generally, we must 
consider a basis {cp: I of linearly independent func­
tions (often orthogonal), in which 1 ranges through 
the positive integers 1, 2, 3, .... In this repre­
sentation, 

'" 
K(x, y) = L cpf(x) ifif(y) , (2.15) 

1-1 

and is represented by the infinite matrix 

kfm = J cpf(y) ifi:.(y) dy. (2.16) 

If we regard K = J dy K(x, y) as an operator in 
Hilbert space, then since it is of finite rank, it is a 
particular type of "completely continuous" or 
"compact" operator.6 Loosely speaking, compact 
operators are those that can in some representation 
be approximated by a sequence of finite matrices; 
for kernels of finite rank, the operator is exactly 
represented by a finite matrix, as in (2.4) and (2.5). 
We may therefore use known properties of compact 
operators; in particular, we know that the operator 
K is uniformly approximated as p -t CD by the se­
quence of (p X p) matrices (kf",) (l, m = 1, ... , p), 
operating on the space spanned by {4>;, .•. , 4>;}. 

We can now extend the set {cI>I' ••. , cp .. } to form 
a complete basis {cp.} (i = 1,2,3, ... ); we choose 
CP,,+l, CP,,+2, ••• , to be an orthonormal set, each 
normal to the set {CPI, •.• , cI>,. I. Then the solution 
(2.14) can be expressed as 

6 Reference 5, p. 204. 
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1 
I 

HI 0 0 
I 

GI 
1 - AKI 

I 
I 
I 

1 
I 

H2 0 0 
I 

G2 1 - AK2 
1 
1 
1 
1 

1 
I (2.17) 

H" 0 0 
1 

G" 1 - AK" 
I 
I _______________________ 1 ________ 

H,,+I 

H"+2 

Except when A = K~l (i = 1, ... , n), the matrix 
in (2.17), denoted by R, defines a completely con­
tinuous operator; so in any representation the matrix 
is uniformly approximated by the (p X p) matrices 
formed from the first p rows and columns. We may 
therefore treat this matrix as though it were finite. 

Now suppose that the bases {<I>.} and {I/>n are 
linked by the transformation U, so that g(x) is 
represented in practice by 

g' = UG. (2.18) 

Then the matrix R in (2.17) transforms to 

r' = URU-I
• (2.19) 

The elements of this matrix are linear combinations 
of the elements of R, that is, of (1 - AK.)-l 
(i = 1, ... , n). Thus as functions of A they are of 
the form of Pade approximants pen - 1, n), with 
denominator 

" IT (1 - AK.). 
i-I 

Thus the solution 

i' = (I + r')g' (2.20) 

has components of the form pen, n) as functions of A. 
Now Eq. (2.1) can be solved, formally at least, by 

perturbation methods. Symbolically the solution is 

f = [1 + AK + A2K2 + .,. ]g, 

in any representation; the components of f are given 
formally as power series in A, of form (2.1). Suppose 
that we calculate the power series for a component 
up to o (A. 2,,) and then form the diagonal approxi­
mant pen, n) by (2.3); we know that this approxi­
mant is uniquely determined by the first 2n terms 
of the power series. However, the exact solution 
(2.20) is of the form of pen, n), and must satisfy 
(1.3); hence pen, n) is the exact solution. Thus we 
have 

I 
0 0 G,,+I I 

1 
1 

0 0 G"+2 I 
1 
I 
I 
I 

Theorem I. When the kernel K(x, y) in the 
integral equation 

f(x) = g(x) + A J K(x, y)f(y) dy 

is of finite rank n, then the exact solution 

f(x) = L: f~I/>Hx) 
k-O.I ... • 

in terms of any basis {I/>O is given by forming the 
Pade approximants pen, n) from the first 2n terms 
of the perturbation series expansion for f~. 

For a kernel of finite rank n, the homogeneous 
equation formed by putting g(x) == 0 in (2.1) has 
solutions for n values of A only. From (2.7), these 
n eigenvalues are the roots of the determinental 
equation 

III - Akll = 0, 

and thus are the inverses Ki l of the eigenvalues of k. 
Hence the singUlarities of the H j in (2.14), and thus 
of the components (3.18) of f in any representation, 
are given by the eigenvalues A = Ki l (j = 1,2,' . " n) 
of the homogeneous equation. So as a corollary to 
the theorem, we know that the singularities of the 
approximants pen, n) calculated from the perturba­
tion series give us the eigenvalues of the homo­
geneous integral equation. 

III. EXTENSIONS OF THEOREM I 

Since any compact kernel is the limit of a sequence 
of kernels of finite rank, we might expect that in 
general the solution of (2.1) when K(x, y) is compact 
would be given by 

lim pen, n) 

in any representation. To prove this, we consider 
a kernel K(u)(x, y) of rank u which approximates 
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the compact K(x, y). If K!") is an eigenvalue of 
K eu) with (normalized) eigenfunction f!U), then 

J dyKCu)(x, y)f;U)(y) - K;")fi")(y) = O. 

Therefore 

J dyK(x, y)f;")(y) - K;")f!U)(x) 

= J dy[K(x, y) - Keu)(x, y)]f;")(y); 

as u ~ 00 this tends to zero, so that the eigenvalues 
of K Cu) all approach eigenvalues of K as u ~ 00. 

Therefore if we consider the region R of the X plane 
formed by cutting out small circles around the 
singular points of the operator (I - XK) -r, we know 
that for large enough n, there will be no singular 
points of (l - XKeU»-l in R. 

Now let us consider the Pade approximant pen, n) 
formed from the first (2n + 1) terms of the per­
turbation solution of (2.1), and the approximant 
pCu)(n, n) formed from the first (2n + 1) terms of 
the perturbation solution of 

f(x) = g(x) + X J KCU)(x, y)f(y) dy. (3.1) 

The series solutions, in form (1.1), are formally 
., 

8 = L X'K'g, 
,-0 

and 
., 

8(u) = L X'[KeU)l'g, 

and we know that [K eU)l' g ~ K' g uniformly as 
u ~ 00. We take the Pade approximants for kernels 
K and Kef'), respectively, as 

and 

Except when the coefficients m, = K' g in (1.5) 
"accidentally" have zero determinant, Eqs. (1.4) 
and (1.5) can be solved for (ap , b.) and (a~U), b~U»; 
and since [KCu)rg ~ K'g, we know that a;u) ~ ap 

and b~u) ~ b. as u ~ 00. Hence in the region R, 
where the denominators of (3.2) and (3.3) cannot 
be zero, P Cu) (n, n) ~ pen, n) as u ~ 00. Near to 
the poles, the difference pen, n) - P (">en, n) is 
proportional to a power of X. If this difference is 

to tend uniformly to zero in R, the radii of the 
circles around the poles in the X plane must be 
made proportional to X. Then by choosing n large 
enough, we can make the difference as small as we 
please arbitrarily near to all poles lying within 
Ixi s M, where M is any fixed bound; in this sense, 
pen) (n, n) approximates pen, n) in the whole X 
plane as n ~ 00. 

Since K is uniformly approximated by K" as 
n ~ 00, the operator (I - XK)-l is uniformly 
approximated by (I - XKe,,»-l in the region R, 
where it is nonsingular. Thus the solution t = 
(I - XK)-lg of (2.1) is approximated by the solu­
tion 1''') = (I - XKen»-lg of (3.1) with u = n; 
once again, the proportionality of the radii of the 
circles to X ensures uniform approximation within 
R; this proportionality reflects the fact that we 
cannot hope to represent more than n poles of a 
function by using an approximant with n poles. 
But by Theorem I, the solution of (3.1) is exactly 

t,) = p<n)(n,n), 

and we have just shown that p(n)(n, n) approxi­
mates pen, n) as n ~ 00. Hence, 

f = (I - XK)-lg = lim pen, n). ,. ... ., 
As n ~ 00, the region R can be taken to exclude 
as little of the region Ixi s M of the X plane as we 
wish where M is as large as we wish. Thus we have 

Theorem II. The solution of (2.1) when the 
kernel K(x, y) is compact is 

limP(n, n), 

where pen, n) are the diagonal Pade approximants 
formed from the first (2n + 1) terms of the per­
turbation solution of (2.1). 

Theorem II enables us to apply the Pade method 
to the solution of a wide class of problems. For 
example, it has been shown7 that the Schrodinger 
equation with a potential which is a superposition 
of Yukawa potentials can be reduced to an integral 
equation with a compact kernel. Whether the PaM 
method is preferable to other methods, such as the 
Fredholm method or the "K matrix" method, will 
depend upon the nature of the problem. 

It seems that the Pade method should be applica­
ble to a wider class of kernels than that of compact 
kernels, for the following reasons: 

7 D. 1. Fivel, R. Brown, B. Lee, and R. F. Sawyer (pre­
print 1963). 
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(a) the justification of the Pade method is analy­
tically similar to that of the Fredholm method, and 
it is known8 that this method extends beyond the 
class of completely continuous K. 

(b) the Pade method gives us a continued-frac­
tion representation of the operator (J - AK) -I. 
It is well known9 that functions with branch cuts 
and even isolated essential singularities can be repre­
sented by continued fractions, and applications of 
this technique are common in electrical engineer­
ing.1O It would therefore be surprising if this tech­
nique of solving integral equations was limited to 
compact kernels, which give no limit points of 
singularities (i.e., only poles) in the finite part of 
the A plane. 

(c) it is clear from the work of Baker, Gammel, 
and Willsl,ll and of Lovelace and Masson 3 that the 
realm of validity of continued-fraction expansions 
is wider than that compassed by the present analy­
tic theory. 

The hypothesis put forward by Baker, Gammel, 
and Willsll concerning the realm of validity of 
P(n, n) approximants is a strong challenge to 

8 Reference 5, p. 205. 
9 H. S. Wall, Analytic Theory of Continued Fractions 

(D. Van Nostrand, Inc., Princeton, New Jersey), Chaps. 
18 and 19. 

10 B. Gross and E. P. Braga, Singularities of Linear System 
Functions (Elsevier Publishing Company, Inc., Houston, 
Texas), Chap. 4. 

11 G. A. Baker, J. L. Gammel, and J. G. Wills, J. Math. 
Anal. and Appls. 2, 21 (1961). 

broaden the basis of the analytic theory of con­
tinued fractions. It may be that this broadening 
could take place within the framework of functional 
analysis, based on a theory of convergence of spec­
tra; it would then immediately result in an extension 
of the range of applicability of the Pade technique 
to the solution of wider classes of integral and other 
types of equation. 

While this paper was being prepared, the author 
learned 12 that a theorem concerning the application 
of Pade methods to potential theory has been proved 
by G. Baker. 
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The von Neumann algebras of local observables associated with certain regions of space-time are 
believed to be factors. We show that these algebras are not of finite type. The commutant of the 
tensor product of two semi finite von Neumann algebras is analyzed with the aid of this result. The 
factors in question have the vacuum state as separating and cyclic vector. It is shown that a factor 
of type lao with lao commutant, and a subfactor of type lao with lao relative commutant have a common 
separating and cyclic vector. This settles negatively some conjectures aimed at proving that these 
factors are not of type 1. An argument of Araki's showing that the factors associated with certain 
regions are not of type 1 is presented in simplified form. 

I. INTRODUCTION 

SOME attention has been given recently to the 
algebras of local observables associated with 

regions of space-time by a quantum field theory.1-6 
For certain regions, these von Neumann algebras 
are believed to be factors in the sense of Murray 
and von Neumann. 7 The question of the types8 

of the factors occurring is of some importance in 
this connection. Making use of the cyclicity and 
separating properties of the vacuum state for these 
factors, we show (Theorem 1) that they are of 
infinite type. This same result makes possible a 
direct proof (avoiding Hilbert algebras) of the known 
result9 

(illl ® ill2), = illi ® ill~ when ill 1 and ill2 

are semifinite von Neumann algebras (i.e., have no 
portion of type III). Section IV is devoted to this 
proof. 

The strong separating and cyclicity properties 
of the vacuum state relative to the various factors 
seem to rule out their being of type I. The basic 
question is: 

* This research was supported in part by the National 
Science Foundation under Grant No. NSF-G 19022. 

t Alfred P. Sloan Fellow. 
1 H. Araki, J. Math. Phys. 4, 1343 (1963). 
2 H. Araki and E. J. Woods, J. Math. Phys. 4, 637 (1963). 
3 R. Haag, Proceedings of the Midwest Conference on 

Theoretical Physics, Minneapolis, Minnesota, 1961. 
4 R. Haag and B. Schroer, J. Math. Phys. 3, 248 (1962). 
6 I. E. Segal, Mathematical Problems of Relativistic Physics 

(American Mathematical Society, Providence, Rhode Island, 
1963). 

6 M. Gu€min and B. Misra, "On the von Neumann algebra 
generated by the field operators" (mimeographed note, 
Institute of Theoretical Physics, Geneva). 

7 F. J. Murray and J. von Neumann, Ann. Math. 37, 116 
(1936). 

8 See reference 7, especially pp. 171-172. 
9 J. Dixmier, Le.~ algebres d'operateurs dans l'espace Hil­

bertien (Gauthier-Villars, Paris, 1957), p. 102, Proposition 14. 

If ill, ill', ill1, and illi (\ ill are factors of 
type I", and illl~ill, can ill and illl have a (1.1) 
joint generating and separating vector? 

In Sec. V we analyze cyclic and separating vectors 
for factors of type I", with I", commutants, and 
reduce some variants of (1.1)10 to (1.1). In Sec. VI, 
we construct such a joint generating and cyclic 
vector (settling the associated conjectureslO neg­
atively). 

The final section contains a simplified form of 
an argument of Araki's.ll The uniqueness of the 
vacuum state as a translation invariant, together 
with the fact that it is separating, is used to show 
that the factor associated with a certain region 
of space-time is not of type I. 

Question 1.1 arose in a conversation (October 
1962) with A. S. Wightman (Theorem 1 was proved 
during this conversation). 

II. NOTATION 

As we have done in the introduction, we denote 
by ill' the set of (bounded) operators commuting 
with all the operators of ill (ill' is called the commutant 
of ill). We use the symbol and terminology for an 
orthogonal projection operator interchangeably with 
the symbol and terminology for its range (the 
closed subspace on which it projects). If ill is a 
family of operators and N a set of vectors, r <RN] 
will denote the closed subspace spanned by vectors 
of the form Ax with A in ill and x in N (so that, 
by the convention just adopted, [<RN] will also 
denote the orthogonal projection operator on this 
subspace). 

10 See reference 6 (listed there as Conjectures Bl and B2). 
11 See reference 1, especially Lemmas 10.1-10.3; and 

reference 2, .especially Lemmas 4.1 and 4.2. 

1511 
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m. INFINITE TYPE IV. TENSOR PRODUCTS 

The von Neumann algebra of local observables 
associated with a bounded open region 0 of space­
time by a quantum field is a factor which has the 
vacuum state !/to as a separating and cyclic vector. 
If 00 is an open subregion of 0 with boundary at 
positive distance from the boundary of 0, its factor 
<Ro is a proper subfactor of <R (again with !/to as 
separating and cylic vector). We prove 

Theorem 1. The factor <R is of infinite type. 
This will be accomplished by establishing: 

Lemma 12. If <Ro is a proper sub von Neumann 
algebra of the von Neumann algebra <R, and x is a 
separating and cyclic vector for both CR and CRo, then 
CR (and CRo) are of infinite type. 

Remark. Although the proof is somewhat simpler 
in the factor case, it seems worthwhile to establish 
this lemma for arbitrary von Neumann algebras. 
We shall do this. 

Proof: We assume that <R is finite and show that 
<Ro = CR. Assuming <R finite, [CRx] (= x, the under­
lying Hilbert space) is finite in CR,12; so that CR' 
(and, similarly, CR~) are finite. Let D, D', Do, and 
D~ denote the center-valued dimension functions on 
<R, CR', CRo, and CR~, respectively,13 each normalized 
so that the identity operator I has dimension I. 
Since X = [CRx] = [<R'x] = [CRox] = [CR~x], D'([CRyJ) = 
D([CR'y]) and D~([CRoyJ) = Do([CR~y]), for each y in 
X, by virtue of the Coupling Theorem. 14 In partic­
ular, with P a central projection in <R, [<RoPx] = 
P = [<R'Px] c [CR~x]; so that [CR~CRoPx] C [CR~Px] C 

[<R~<RoPx] and D~([CRoPx]) = D~(P) = Do([CR~Px]) = 
[<R~Px] (since [<R~x] is [CR~CRoPx], a central projection 
in CRO).13 Now [CR~Px]D~(P) = D~([CR~PxlP) = 
D6([CR~x]), so that P ~ [CR6Px]. Thus P = [CR6Px]ECRo; 
and the center of CR is contained in that of <Ro. 
By the same token, the center of <R~ is contained 
in that of <R. Uniqueness of the (normalized) dimen­
sion function now implies that Do is the restriction 
of D to CRo; and D' is the restriction of D~ to CR'. 

Let E be a projection in CR and y be Ex. Then 
E = [CR'y] , so that D(E) = D'([CRy]). Since [<Ry] E 
CR' c CR~, D(E) = D' ([CRy]) = D6([CRy]) ~ DWCRoyJ) = 
Do([CR6Y]) = D([CR6y]) ~ D([CR'y]) = D(E). Thus 
D(E) =D([CR6yJ); and, since E~ [CR6y], E= [CR6y]ECRo. 
Hence each projection in CR lies in <Ro; and CR = CRo, 
contradicting the hypotheses. 

12 This is a consequence of Lemma 9.3.3 of reference 7 
(as in reference 9, p. 242, Proposition 3, or Lemma 3.3.4 of 
reference 13). 

U R. Kadison, Ann. Math. 66, 304 (1957), see Chap. III. I. See reference 13, Theorem 3.3.8. 

Lemma 2 is the key toU 

Theorem 3. If CRI and CR2 are semi finite von Neumann 
algebras, then (CRI ® CR2)' = CRf ® ~. 

For the proof of this, we shall want: 
Lemma 4. If CRo and CR are von Neumann algebras 

such that CRo C CR, the center of CR is contained in 
that of <Ro, and {E ~} is a family of projections in <R' 
with union I such that CRE~ = CRoE~ (or, dually, 
E~<R'E~ = E~<R~D for each a; then CRo = CR. 

Proof: Since von Neumann algebras are generated 
by their projections, it suffices to show that each 
projection E in <R lies in <Ro. By assumption, for 
each a there is an Ao in CRo such that EE~ = AoE~. 
Let Fo be the range projection of Ao. Then Fo lies in 
CRO•

15 Now FoE~ (= E~Fo) and AoE~ (= E~Ao) 
are both projections with {E~AoX} dense in their 
ranges; so that AoE ~ = Foe ~ = EE~. With T' in 
CR', T'EE~ = ET'E~ = T'FoE~ = FoT'E~; so that 
EP a = FoP a, where Pais the central carrier of E~ 
(relative to CR,).IO Since the center of CR is contained 
in the center of <Ro, FoP a lies in CRo. Moreover, 

E(V P,,) ~ E(V E~) = E·I = E, 
a a 

so that 
E = E(V Pa) V EPa = V FoPa 

a 

lies in CRo. 

If E~CR'E~ = E~CR~~, then CRE~ = CRoE~ for 
each a l7 

; and from the preceding, CR = CRo. 
Proof of Theorem 3: With Af in CRf and A~ in <R~, 

A{ ® A~ commutes with each Al ® Az in <RI ® <Rz 
so that Af ® A~ lies in (CRI ® CR2)'. Thus CRf ® <R~ C 

(<RI ® <R2)'. The problem resides in establishing 
the reverse inclusion. 

Suppose Ef and E~ are projections in <R{, <R~, 
respectively, such that 

[(CRIED ® (CR2E~)]' = (CRIEO' ® (<R2E~)'. (4.1) 

Then 

(Ef ® E~)(CRI ® CR2),(Ef ® E~) 
= (EfCRfED ® (E~CR~E~) 
= (Ef ® E~)(CRf ® <R~)(E{ ® E~). (4.2) 

With CRI and CRz Abelian, Ef, E~ as above and 
cyclic; CR1Ef, CR2E~ and (CRIE:) ® (CR2E~) are maximal 
Abelian since each is Abelian and has a cyclic 

16 The range projection Fo commutes with R'. Cf. J. von 
Neumann, Math. Ann. 102, 370 (1929). 

16 See reference 13, especially Sec. 3.1. 
17 See reference 7, Lemma 11.3.2, and reference 9, p. 18, 

Proposition 1. 
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vector. IS Thus (4.1), and, hence, (4.2) hold, in this 
case. Since the union of projections E~ ® E~ in 
ffi~ ® ffi~, with m, E~ cyclic, is I; (ffil ® ff(2), = 
ffii ® ffi~, from Lemma 4, when ffil and ffi2 are 
Abelian-once we note that ffil ® ffi2, being Abelian, 
is its own center as well as that of (ffil ® ff(2), and is 
contained in ffii ® ffi~[C (ffi l ® ff(2),] and hence 
in the center of ffii ® ffi~. 

For arbitrary von Neumann algebras ffi I, ffi2 with 
centers e l and e2, respectively, the center e of 
ffil ® ffi2 is el ® e2. In fact, el ® e2 C e; while 
ffil ® I C ffil ® ffi2 C e' and ffi~ ® I C ffii ® ffi~ C 
(ffil ® ff(2)' C e'. Now, ffil and ffi~ generate e~; 
so that e~ ® I S; e'. Similarly I ® e~ S; e'. Thus 
ei ® e~ = (el ® ( 2)' C e'; and e l ® e2 ;;:2 e. 
It follows that el ® e2 = e. We conclude that 
ffi~ ® ffi~ and (ffil ® ff(2), have the same center 
(viz. el ® e2, the center of ffil ® ff(2). 

Combining this last conclusion with (4.1), (4.2), 
the comment that P(V., G.,) = V., PG., when 
PG., = G.,P for each ,,/, and Lemma 4, we see that 
it suffices to prove 

[(ffiIE~) ® (ffi2F~)1' = (ffiIE~)' ® (ffi2Fp)', (4.3) 

for all a and {j, where {E ~} and {Fp} are families 
of projections in ffi~ and ffi~, respectively, with 
union I. With ffil and ffi2 semifinite, ffii and ffi~ are I9 ; 
and each is generated by its finite cyclic projections. 
If E' and F' are finite cyclic projections in ffii and 
ffi~, respectively, (ffiIE')'( = E' R~E') and (ffi2F')' 
are finite; and their commutants have cyclic vectors. 
We may assume, therefore, that ffii and ffi~ are 
finite; and that ffil and ffi2 have cyclic vectors. 

Since (ffil ® ff(2), = ffii ® ffi~ is equivalent to 
ffil ® ffi2 = (ffi~ ® ffi~)', and the finite cyclic projec­
tions in ffi" ffi2 have union I, it suffices to prove 
(ffiiE)' ® (ffi~F)' = [(ffiiE) ® (ffiW)]', for all such 
projections E and F. But now (ffi~E)', (ffi~F)', ffiiE, 
and ffiW are all finite and ffi~E, ffi~F have cyclic 
vectors. We may assume that ffi I, ffi2, ffi~, and ffi~ 

are finite and ffi" ffi2 have cyclic vectors x and y, re­
spectively. For each vector z, DI([ffiiz]):$DI([ffi~x]).14 
But DI(I - [ffiiz]) = I - DI([ffiiz]) ~ DI([ffiix]) -
DI([ffiiz]), so that there is a partial isometry V in 
ffil with initial space [ffiix] and final space V([ffiix]) = 
[ffii V x] containing r ffiiz]. Now [ffi l V x] ::) [ffi l V*V x] = 
[ffilx]; so that each cyclic projection in <HI is con­
tained in a projection [ffiiw], with w cyclic for ffi l . 
Hence the union of such projections in ffil is I. 
Since the same is true for ffi2, it suffices to prove 

18 See reference 15. This can be made to follow from 
reference 7, Lemma 9.3.3, or reference 9, p. 242, Proposition 3. 

19 This follows from the references of 12, or explicitly in 
reference 9, p. 101, Corollaire 1. 

(ffi([ffiixl®ffi~[ffi~y])' = ([ffi{x]ffiI[ffi(x])®([ ffi'y]ffi2[ffi'y]) , 
for all cyclic vectors x for ffil and y for ffi2. But 
ffi([ffiix] and [ffifx]ffiI[ffiix] are finite with x as cyclic 
vector for each, while ffi~[ffi~y] and [ffi~y]ffi2[ffi~y] are 
finite with y as cyclic vector for each. 

We may assume ffi l, ffi2, ffii, ffi~ are finite with x 
a cyclic vector for ffi I, ffii, and y a cyclic vector for 
ffi2, ffi~. In this case, x ® y is cyclic for ffil ® ffi2 
and ffi( ® ffi, [C (ffil ® ff(2)']; hence for (ffi l ® ff(2)'. 
The product of the center-valued traces20 on ffil 
and ffi2 extends to a (finite) center-valued trace on 
ffil ® ffi2,21 so that ffil ® ffi2 is finite. Since ffil ® ffi2 
has a cyclic vector, (ffil ® ff(2)' is finite. From 
Lemma 2, ffii ® ffi~ = (ffil ® ff(2),. 

Remark. The formula for (ffil ® ff(2)' has not been 
proved for ffil and ffi2 factors of type III. 

v. JOINT CYCLIC AND SEPARATING VECTOR­
REDUCTION OF THE PROBLEM 

The presumption that the cyclic and separating 
vector of (1.1) does not exist can be cast as a con­
jecture in many forms. Two variants of this due to 
Guenin and Misra 6 are listed as: 

BI : If ffil is a proper subfactor of ffi, both are 
factors of type 10>, and if; is a separating and cyclic 
vector for both ffil and ffi, then each minimal 
projection in ffil is finite relative to ffi. 

B2: If ffi l is a proper sub factor of ffi unitarily 
equivalent to ffi, if; is a separating and cyclic vector 
for both ffi l and ffi, and ffi is the von Neumann 
algebra generated by ffil and ffii n ffi; then each 
finite projection in ffil is finite relative to ffi. 

Under the hypothesis of B I , ffii n ffi is a factor 
of type In (n possibly <Xl). The dimension of a 
minimal projection in ffil relative to ffi is n. To see 
this, note that the situation does not change if 
we replace ffi by a von Neumann algebra isomorphic 
to it. Assume, for the moment, that ffi is all bounded 
operators on some (separable) Hilbert space-so 
that ffil is then a 10> factor on this space with In 
commutant ffii (= ffi( n ffi). If E is a minimal 
projection in ffiI, the mapping Ai ---7 AiE is an 
isomorphism (since ffii is a factor) of ffii onto the 
algebra of all bounded operators acting on E (by 
minimality of E)- which algebra is, accordingly, 
of type In. Thus E is n-dimensional (with ffi all 
bounded operators), i.e., E has dimension n relative 
to ffi. 

Conjecture Bl becomes then: ffii n ffi cannot be 
of type I", with if; a cyclic and separating vector 

20 See reference 9, p. 267, Theoreme 3, or R. Kadison, 
Proc. Am. Math. Soc. 12, 973 (1961). 

21 See rderence 9, p. 56, Theoreme 2. 
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for the factor CR of type I", with type I", commutant, 
and for the subfactor CR I of type I", of CR-i.e., BI 
asserts that (1.1) has a negative answer. Now if CR 
and 3 are factors of type I", (on separable Hilbert 
spaces X and X) each with commutant of type I",. 
each has a separating and cyclic vector22 and they 
are unitarily equivalent23 ; viz. there is a unitary 
transformation U of X onto X such that the mapping 
A ~ UAU- I of bounded operators on X into 
bounded operators on X maps CR *-isomorphically 
onto 3. If CRI and 31 are subfactors of CR and 3, 
respectively, of type I"" each with commutant 
relative to CR and 3(CRi n CR and 3i n 3) of type 1«>, 
then each has absolute commutant of type 1«> and 
so has its own cyclic and separating vector, from 
the preceding remarks. Moreover, UCR I U- I is a 
type I a> subfactor of 3 with relative commutant 
(U CR I U- I

), n 3 of type I a>. Again, from the preceding 
remarks (representing 3 as all bounded operators 
on some separable space), there is a unitary operator 
V in 3 such that VUCRIU-IV- I = 31, Thus VU is 
a unitary transformation of X onto X carrying CR 
onto 3, CR I onto 31, and, hence a separating and 
cyclic vector for CR and CR I , if one exists, onto such 
a vector for 3 and 31, Thus, if one such pair CR, CRl 

has a joint separating and cyclic vector, all such 
pairs do (all being unitarily equivalent to CR and CR I ): 

We have noted that each of CR and CR I has its 
own cyclic and separating vector. The problem is 
whether one vector will serve as such for both of 
them. Suppose x is such a vector. In any event, 
CR and CR I , being of type 1«> with (absolute) com­
mutant of type la>, are unitarily equivalent, as 
noted above. Further, CR and CR I being factors 
of type I", implies24 that CR is unitarily equivalent 
to the tensor product of CR I and CRi nCR-in partic­
ular, CR is generated by CR I and CRi n CR [and 
(CRi n CR)' n CR = CR I ]. As noted, the minimal 
projections of CR I , which are certainly finite in CR I , 

have dimension <Xl relative to CR, with CR{ n CR 
of type I",. Thus the example constructed in this 
and the next section, to show that (1.1) has an 
affirmative answer, settles both conjectures BI and 
B2 negatively. 

We begin by constructing a factor CR of type I", 
and a sub factor CR I of type I", with CRi n CR of type 
I", (which pair will be a "canonical form" for all 
pairs, by virtue of the preceding remarks). Let X 
be a (fixed) separable Hilbert space, CB(X) the 

22 See reference 7, p. 182, Theorem X; or E. L. Griffin, 
Jr., Trans. Am. Math. Soc. 75, 471 (1953), especially Lemma 
1.2.8; or reference 13, Lemma 3.3.6. 

23 See reference 9, p. 233, Theoreme 3. 
24 See reference 7, Lemma 3.2.4. 

algebra of all bounded operators on X, X' the 
direct sum X EB X EB ... of X with itself a countable 
number of times, and X" the same, with X' in 
place of X. With T an operator on X, let T- be the 
operator on X' defined by T- (x') = (TXI' TX2, ... ), 
where x' [= (Xl' X2, ... )] is a vector in X'. Similarly, 
if P is an operator on X', we can associate with it 
an operator P- on X". In terms of (infinite) matrices 
with operator entries, T- is the matrix with all 
off-diagonal entries 0 and each diagonal entry equal 
to T. Viewed as infinite (operator entry) matrices, 
the operators on X" are infinite matrices each of 
whose entries is an infinite matrix with entries 
operators on X. Thus CB(X) -- is an "infinite copy" 
of CB(xf; and CB(x'f, an infinite copy of CB(X'), 
contains CB(xf-. Both are factors of type I a> with 
commutants of type I",. Denote CB(X) -- by CR I and 
CB(X') - by CR. The matrices representing operators 
in (CB(x'f)' have scalar multiples of the identity 
operator on X' as entries. Moreover, (CB(Xf-)' n 
CB(X') - (= CRi n CR) consists of operators whose 
matrix representation has each principal (diagonal) 
infinite matrix block [i.e., operator in CB(X')] equal 
to one infinite matrix, all of whose entries are 
scalar multiples of the identity operator on X, and 
all nonprincipal blocks equal to O. Thus CRi n CR is 
and infinite copy of a factor of type I", [viz. (CB(xf)'], 
and is itself a factor of type I",. 

In the notation of tensor products of Hilbert 
spaces, X' can be identified with X @ X, and X" 
with X @ X @ X, CB(xf with CB(X) @ I, CB(x')with 
CB(X) @ CB(X), CB(X) -- (= CR I ) with CB(X) @ I @ I, 
CB(X') - (= CR) with CB(X) @ CB(X) @ I( = CB(X') @ I), 
and CR; n CR with I @ CB(X) @ I. 

In the development which follows, we shall derive 
conditions on the set of coordinates of a vector 
x' in X' under which it is a separating vector for 
CB(xf and conditions under which it is a cyclic 
vector for CB(xf. 

Definition 5. A set of vectors {Xi} in X is said to be 
an L2 set when L~-l I/XiW < <Xl. An L2 set of vectors 
{Xi} in X will be said to be L2-independent when 
L~-I aix; = 0, for a; with L~=l la;/2 < <Xl, implies 
ai = 0 for all j. 

Remark 6. The L2 sets are precisely the possible 
sets of coordinates of vectors in X'. 

Remark 7. Note that with {xd an L2 set, and 
I:~-I lail2 < <Xl, L~-l ajX; converges absolutely, 
for I:~-l lail I/ X il/ ~ (L~-l lal2)i(L~_1 I/xiln! 
(by Cauchy-Schwarz). 

Lemma 8. The set of vectors {Xi} in X is L 2-

independent if and only if there exists a Hilbert­
Schmidt operator T on X which is one-one [i.e., null 
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space (0)] and an orthonormal basis {y;} for X such 
that Ty; = Xi, for all j. 

Proof: By a unitary equivalence, we may assume 
that X is l2 (sequence Hilbert space) and Xi = 
(a l ;, a2;, ... ). Let T be the operator on X (so 
represented) which corresponds to the matrix (ak;) 
relative to the orthonormal basis { y;j, where y i 
has jth coordinate 1 and all other coordinates O. 
Then T is a Hilbert-8chmidt operator if and only if 
{x;} is an Lz set, for 2:7=1 IIx;W = 2:~~1 2::-1 lak;12 = 
Trace (T*T). 

With {x;} an L2 set, and Z = (fJl, fJ2' ... ), 
o = Tz = (2:7-1 fJiali, 2:7=1 fJ;az;, ... ), if and 
only if 2:7=1 fJ;ak; = 0, for all k. This last is the 
case, if and only if 2:~-1 fJ;x; = 0. Thus Tis one-one 
if and only if {Xi} is L2-independent. 

Lemma 9. The vector x' = (Xl! X" ••. ) in X' is 
cyclic for Cl3(xf if and only if {x;} is L2-independent. 

For the proof of this, we shall need the following 
two remarks: 

Remark 10. If Tin Cl3(X') has aMI as k, jth entry, 
and z' in X' has all coordinates ° except the jth, 
which is some unit vector z in X, then Tz' = 

(aliz, az;z, ... ); so that IITz'W = 2::=1 lakil z S 
/ITW Ilz'W = IITW· Thus all columns of this 
special T are "square summable". Applying this 
to T*, we conclude that all rows of T are "square 
summable" . 

Remark 11. If T has fJiI as entry in the first row 
and jth column, and ° at all other entries, where 
rl = 2:~-1 IfJil2 < co, then, with z' (Zh Zz, ... ), 
Tz' = (2:~=1 fJiZi, 0, 0, ' .. ). Thus 

IITz'l1 = II ~ fJ;Zill S ~ Il1illlzill 

S (~ lf1iI
2Y(tt Ilz;/1 2Y = f1l1z'll, 

which establishes both the convergence of 2:~-1 f1;z;, 
so that T is a well-defined linear operator on X', 
and the boundedness of T. 

Proof of Lemma 9: The vector x' is cylic for 
Cl3(xf if and only if it is separating for (C13(Xf),.25 
From our earlier comments about the matrix form 
of an operator T in (C13(X) -y, we know that the 
k, jth entry is ak/I, with ak; some scalar. Thus 
TX' = 0, if and only if L~-l akjXi = 0, for all k. 
From Remark 10, 2:~=1 lak;12 < co, for all k. 
Thus if Ix;! is L2-independent, ak; = 0, for all 
k, j, T = 0; and x' is separating for (C13(xf)' and 
cyclic for Cl3(Xf. 

26 See reference 9, p. 6, Proposition 5 (note: "totalisateur" 
replaces "cyclic"). 

On the other hand, if x' is cyclic for Cl3(Xf, so, 
separating for (C13(Xf)', and 2:~=1 fJ;Xf = 0, with 
2:~-1 IfJil 2 < co, then T, with f1iI as 1, jth entry 
and all entries ° in rows other than the first, is 
bounded, by Remark 11. Hence T lies in (C13(Xf)' 
(by virtue of its matrix form). But Tx' = (2:7=1 fJ;XiI 
0,0, ... ) = 0; so that T = ° and f1f = 0, for all j. 
Thus {Xi I is L2-independent. 

Lemma 12. The vector x' = (Xl, X2, ... ) is separating 
for Cl3(xf if and only if its set of coordinates {xd 
spans X. 

Proof: We have T-x' = 0 if and only if TXk = 0, 
for all k, which is the case if and only if T annihilates 
the subspace M of X spanned by {Xk I. Now l' 
annihilating M is equivalent to T (and hence T-) 
being 0, if and only if M = X. 

From Lemmas 9 and 12, we see that (Rl and (R 
have a joint cyclic and separating vector if and 
only if there is an L2 set I xn in x' which spans 
X'-so that x" = (xf, x~, ... ) in X" is separating 
for (R (and a fortiori for (Rl)-such that {Xk; I is 
L2-independent, where x, = (Xkl1 Xk2, ••• )-so that 
x" is cyclic for (Rl (and a fortiori for (R). 

It is useful to view the desired construction in 
intrinsic form (say in our fixed Hilbert space X). 
We ask for a sequence El, E 2 , ••• of mutually 
orthogonal, infinite-dimensional subspaces of X, an 
isometry V; of E j onto E I , and an L2 set IXkl 

which spans X such that {ViEiXk} is L2-independent 
(in E l). In this formulation, EI replaces X, X re­
places X' (as a direct sum of the E; or EI with 
itself a countable number of times by virtue of the 
isometric identification Vi of Ei with E l), Xk replaces 
x~, and V;E;Xk replaces Xkj' It is in this form that 
we establish the existence of a joint separating and 
cyclic vector, in the next section. 

VI. THE CONSTRUCTION 

We state the result being proved explicitly as: 
Theorem 13. If at is a factor of type I., acting on 

the separable Hilbert space X, (R' is of type I., and 
(RI is a subfactor of (R of type I", with relative commutant 
(Rf n (R a factor of type I co, then there is a vector x in 
X which is cyclic and separating for both (Rl and (R. 

Proof: For the purposes of this construction (and 
from the discussion of the preceding section), we 
may take X in the specific representation L 2 ([0, 1]) 
(relative to Lebesgue measure). Following the 
required construction as outlined at the end of 
the last section, we take Xk to be the function 
')' -+ ')'k /k (actually, the equivalence class of all 
square-summable functions which differ from this 
function at most on a set of measure 0). As E k , 
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we choose the subspace of X consisting of those 
functions which vanish almost everywhere (a.e.) 
outside of [2- k

, 2-(k-O]. Let Xk = kXk' 

Note that the transformation U~ defined by 
(UU)('Y) = T(k-!)/2f('Y/2k- 1

), for continuous f in 
E k, maps this set of functions isometrically onto 
the set of continuous functions in E!. Denote by 
Uk the (unique) extension of U~ to Ek mapping 
Ek isometrically onto E!. Note also that U;E;Xk = 
k- 1

T(i-1) (k+;)E1Xk. Let W k be the operator on X 

defined by W kf = h- f, for f in X, where f k is 0 
on [O,!J, Ion [l, 1_2-(k+1), and -Ion [1_2-(k+l), 1]. 
We note that each W k maps El isometrically onto 
itself. Finally, we take Vk to be WkUk. 

To see that the choices satisfy the desired condi­
tions, observe that {xd spans X by virtue of the 
Weierstrass Polynomial Approximation Theorem. 
Suppose L7.k=1 cx;kV;E;Xk=O, withL7.k=1 ICX;kl

2 < CD. 

Then 0 = L7.k-1 cxjkk-12-(;-I)(k+!)WjEIXk = 
L7.k~1 {3jkWjEIXk, with L7.k=1 1{3jkl < CD. Thus 
o = L7=1 Wjy;, where Yj = L:=l {3jkE1Xk' Now 
Yj is the (equivalence class of the) restriction to 
[l, 1] of gj, where 

(6.1) 

so that gj is analytic on the open unit disk 5) in the 
plane of complex numbers (since L:=l l{3jkl < CD). 

Since f;g i is in the equivalence class W jY;, 

n 

l.i.m. L fjgj = 0 (6.2) 
]=1 

(i.e., the sum L7=1 figi converges in L2 to 0). But 
figj is gj on [!, t); so that g = L7=1 gj is 0 (a.e) 
on [!, t). Since g is analytic on 5), g is 0 on 5). 

Define go to be 0; and note that f k is -Ion the 
interval [1 - 2-(k+I). 1 - 2-(k+2» (= a), while 
fi is 1 on a, for j = k + 1, k + 2, .... Suppose 
we have established that go, "', gk-l are 0; so that 
L7=kgj isO. Then, from (6.2), lim [L7-k+1 gj - gk] = 0 
on a; so that lim Li-k gi = 2gk on a. Since gk is 
analytic on 5), gk = O. By induction, each gk is O. 
From (6.1), {3jk = 0, for all j and k. It follows 

that {VjEjXk} IS L2-independent; and the proof 
is complete. 

VII. REGIONS WITH FACTORS NOT OF 
TYPE I (ARAKI) 

Arakill shows that the von Neumann algebra of 
local observables associated with a certain region 
is a factor not of type I. He considers the region <9 
of space-time, the coordinates of whose points 
satisfy Ixol < lXII, Xl > 0, X2, and X3, arbitrary 
(and also the interior of the set of points spacelike 
with respect to these-for the purpose of the 
commutant). He notes that <9 is invariant under 
translations in X2 and Xa, and that the unitary 
operators associated with such translations have the 
vacuum 1/;0 as unique invariant state. The von 
Neumann algebra CR associated with <9 is a factor 
which has 1/;0 as separating and cyclic vector. From 
this data, we conclude that CR is not of type I. 
In fact: 

Proposition 14. If CR is a factor acting on the Hilbert 
space X, U is a unitary operator which induces a 
nontrivial automorphism of cR, 1/;0 is separating for cR, 
and 1/;0 spans the eigenspace for U corresponding 
to the eigenvalue 1, then CR is not of type I. 

Proof: If CR is of type I, then U = VW' with 
V in CR and W' in CR' (both unitary). (This is well­
known: each automorphism of a type I factor is 
inner, as noted in Sec. V; and if V in CR induces 
the same automorphism as U, then W' = V-IU 
commutes with CR.) Since VW' = W'V; u, V and 
W' commute. Thus V1/;o = VUI/;o = UVI/;o, and 
by uniqueness, V1/;o = a1/;o with lal = 1. Since 1/;0 is 
separating for CR, V = aI. Thus U (= a W') is in 
CR' and induces the trivial (identity) automorphism 
of cR. 
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A simple and straightforward perturbation method for treating the electrostatic problem of a 
charged, irregularly shaped conductor is presented. The perturbation solution is generated starting 
from the zero-order solution for a charged sphere. The method consists of expanding the boundary 
condition in a Taylor series, which in effect transforms the boundary condition at the irregular 
boundary into a succession of boundary conditions to be satisfied at the surface of a sphere. The 
simplicity of the formalism consists further in applying, in a consistent manner, sufficient rather 
than necessary conditions on the successive correction potentials. First- and second-order expressions 
for the potential, surface charge density, and capacitance of irregularly shaped conductors, are 
derived explicitly, and an elementary theorem for the first-order capacitance is obtained. A perturba­
tion expansion for the capacitance valid to all orders is presented. The application of the method is 
illustrated by calculating the capacitance of several irregularly shaped conductors. Possible generali­
zations to more complicated boundary-value problems are indicated. 

I. INTRODUCTION 

MANY of the problems encountered in mathe­
matical physics can be stated in terms of a 

boundary-value problem, specified by a partial 
differential equation and the boundary conditions 
to be satisfied by a certain function on a given 
closed surface. Unfortunately, in practice, few such 
boundary-value problems can be solved exactly. 
This may be due either to the partial differential 
equation being too complicated to be solved exactly, 
or to the shape of the boundary surface being such 
that the boundary conditions cannot be expressed 
simply in a coordinate system in which the partial 
differential equation is separable. However, given 
the exact solution of a particular problem it is 
possible to generate new solutions for more complex 
problems by various approximate techniques. Thus, 
for example, if for a fixed boundary surface the 
more complicated partial differential equation differs 
only slightly from one which can be solved exactly, 
an approximate solution may be found by so-called 
perturbation techniques.! The thought lies near, there­
fore, that analogous perturbation techniques may 
be developed to treat the converse case where the 
partial differential equation remains unchanged, but 
the boundary surface is altered somewhat from one 
for which an exact solution is available. Some work 
in this direction has been previously reported. 2 

However, the methods developed to date have been 

! R. Courant, and D. Hilbert, Methods of Mathematical 
Phr.8ic8 (Interscience Publishers, Inc., New York, 1953), 
Vo. I, p. 343. 

2 P. M. Morse, and H. Feshbach, Methods of Theoretical 
Physics (McGraw-Hill Book Company, Inc., New York, 
1953), Part II, p. 1052. 

exclusively concerned with eigenvalue problems. 
They are subject to a number of severe restrictions, 2 

and encounter significant difficulties of convergence 
and consistency, particularly in higher orders. 3 

It is our aim here to develop a particularly simple 
and straightforward perturbation method based on 
a Taylor expansion of the boundary condition at 
the perturbed boundary. In the way of illustration, 
we shall treat the electrostatic problem for irregularly 
shaped conductors; i.e., we address ourselves to the 
problem of finding the potential (and other related 
quantities of interest such as the surface charge 
density and capacitance) due to a charged perfect 
conductor in vacuum.4 

3 G. D. Wassermann, Proc. Cambridge Phil. Soc., 44, 251 
( 1947). 

4 A number of approximate methods for calculating the 
capacitance of some irregularly shaped conductors have been 
previously developed and are described by G. Polya and G. 
Szego in Isoperimetric Inequalities in Mathematical Physics, 
Annals of. Mathematics Studies No. 27 (Princeton University 
Press, Prmceton, New Jersey, 1951). The underlying idea 
of the methods of Polya and Szego is the observation that a 
physical quantity, such as the capacitance, can frequently be 
approximated by calculating a much more easily computed 
geometrical quantity associated with the body in question. 
The approximations themselves are obtained by means of 
variational principles, i.e., the original boundary-value 
problem to be solved is replaced by a variational problem 
which when solved yields upper and/or lower bounds for the 
capacitance. On the other hand, a perturbation technique 
such as developed here attacks the complete boundary-value 
problem directly, and thus yields solutlOns not only for the 
capacitance but also for the charge density distribution over 
the conductor and the potential outside the conductor, for 
which no variational principles exist. Moreover, in contrast 
to a variational calculation whose success frequently depends 
on the physical intuition and guessing ability of the calculator, 
it is a relatively straightforward matter to extend the per­
turbation technique to higher-order approximations as well 
as to more complicated potential problems, such as problems 
involving prescribed external fields or the presence of several 
conductors. Finally, while any particular variational principle 

1517 
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The perturbation solution will be generated from 
the exactly solvable zero-order problem of a charged 
conducting sphere of radius a. Accordingly, we 
assume that the equation of the perturbed boundary 
surface in the spherical coordinates (r, e, cp) can 
be written in the general form 

r, = a[I + €Ft(e, cp) + €2F2(e, cp) + ... ], (1) 

where a is an arbitrary constant, € is a smallness 
parameter, and the Fn(e, cp) are arbitrary, single­
valued, continuous functions satisfying the conditions 

o ~ e ~ 7r, 

o ~ cp ~ 27r. 
(2) 

Two remarks should be made concerning the 
representation of arbitrary boundary surfaces by 
means of Eqs. (1) and (2). First, it would appear 
at first sight that, in view of the restriction (2), 
Eq. (1) is capable only of describing irregular 
surfaces which do not deviate excessively from a 
spherical shape. However, we must recall that the 
value a of the radius of the unperturbed sphere 
and the location of the center of the spherical 
coordinate system may be defined arbitrarily. Hence, 
it is clear that all irregular shapes, for which it is 
possible to locate the center of the coordinate 
system in such a way that the radius vector to 
all points on the surface is single-valued,5 can be 
described by Eqs. (1) and (2). For example, all 
simply connected, convex shapes fall into this class. 
This of course does not alter the fact that the most 
accurate results with the least amount of labor will 
be obtained for shapes which are almost spherical. 

Secondly, inasmuch as any arbitrary boundary 
surface may in principle be described with FI(e, cp) 
alone, it may seem redundant to include the higher­
order terms in Eq. (1). However, as we shall illustrate 
below, it is frequently more convenient and natural 
in practice to define the smallness parameter such 
that the equation of the boundary surface takes 
the form (1) which explicitly separates the various 
orders. 

In Sec. II we shall treat the first-order theory 
and give a simple theorem for the capacitance of 
irregularly shaped conductors to first order. Based 
for the capacitance is unique, a perturbation solution may be 
generated from a number of different exactly solvable cases. 
Thus, although the approximate solutions for the capacitance 
obtained here are in some particulars similar to those given by 
Polya and Szego, the perturbation technique developed here 
is more versatile and generally applicable than the cor­
responding variational methods. 

6 Known in mathematical parlance as surfaces which 
admit of a radial single-valued explicit representation. 

on the results of first-order theory, the second-order 
theory will be developed in Sec. III. Section V is 
devoted to deriving a perturbation expansion for 
the capacitance valid to all orders for the special 
case of cylindrically symmetric surfaces. A number 
of examples are worked out in the way of illustration 
in Sec. IV, and possibilities for generalizing the 
approach to more complicated problems are indicated 
in the Conclusion. 

II. FIRST-ORDER THEORY 

We begin with the zero-order problem of a con­
ducting sphere of radius a which is at a potential 
Va and carries a total charge Q. Its solution is 
well-known to be 

V = Q/(47r€or) , r > a; 
(3) 

IT = Q/(47ra2
) , C '= Q/Vo = 47r€oa, 

where €o is the permittivity of the vacuum, and 
IT and C represent the surface charge density and 
capacitance, respectively. 

For the surface described by (1), we shall write 
the potential outside the boundary surface to first 
order in the form 

VCr, e, cp) = V.(r) + € VI(r, e, cp), (4) 

where V. represents the zero-order solution, and 
V I is the first-order correction to the potential. 
However, instead of assuming V. to be given by 
the potential of (3), we shall write V, in the form 

V, = A/r, (5) 

where the constant A shall purposely remain un­
determined for the time being. This amounts to 
retaining the form but not the exact value of the 
unperturbed potential. 

If we let Vo represent the constant potential at 
the surface of the conductor, the boundary condition 
to be satisfied by V is 

Vera) = Vo = V.(r.) + €VI(r., e, cp), (6) 

where r. is given by Eq. (1). We now expand the 
terms on the right-hand side (henceforth abbreviated 
by RHS) of (6) to order € in a Taylor series about 
the unperturbed boundary r = a, obtaining 

Vo = V,(a) + e[aV:(a)FI(e,cp) + VI(a, e,cp)], (7) 

where the prime denotes differentiation with respect 
to the argument. The above equation requires that 
the RHS of (7) be independent of both e and cp, 
i.e., that the partial derivatives of the bracket 
with respect to (} and cp vanish. However, instead 



                                                                                                                                    

PERTURBATION APPROACH TO THE ELECTROSTATIC PROBLEM 1519 

of applying this necessary condition, we shall apply 
the much simpler sufficient condition that the bracket 
itself vanish. It now becomes clear why the constant 
A entering into V. was left undetermined, since 
any constant terms inside the bracket. are to be 
considered as incorporated in A. That this procedure 
of applying a sufficient condition in place of a 
necessary one in the manner described leads to a 
consistent and unique result in all orders, will be 
demonstrated further below. 

Applying the stated condition to Eq. (7), we 
obtain, in view of (5), 

be determined for any arbitrary boundary perturba­
tion function FICO, ¢). It follows from the orthog­
onality properties of the trigonometric and associated 
Legendre functions that, if FI can be expressed as 
a finite series of spherical harmonics, the series 
(10) for VI(r, 0, ¢) will likewise be finite. 

To complete the solution, it remains to relate 
the undetermined constant A to the specified value 
of Q. This is most easily done by observing that 
regardless of the shape of the conductor, the leading 
term of the potential must approach Q/(41rEor) as 
r ----7 CXl. Consequently, Q can be simply defined to 

Vo = A/a, 

V1(a, 0, ¢) = (A/a)Fl(O, ¢). 

be 41rEo times the coefficient of the r -1 term of 
(8) expression (4). In view of (5) and (10) we can 

thus write (9) 

The first of these equations merely serves to define 
A, while the second represents a boundary condition 
to be satisfied by the first-order correction potential 
on the surface of a sphere of radius a. 

Since outside the conductor V must satisfy 
Laplace's equation, and since V. itself satisfies 
Laplace's equation, it is clear from (4) that VI 
must also separately satisfy Laplace's equation. 
Consequently, we may write for VI the general 
solution of Laplace's equation appropriate to our 
problem, which is6 

'" 
Vl(r, 0, ¢) = A L r-(n+I)(A nm cos m¢ 

n,m=O 

+ Bn", sin m¢)P~(x), (10) 

where Anm and B"m are undetermined coefficients, 
and r::(x) is the associated Legendre function of 
the argument x = cos 0. The coefficients A" .. and 
Bn.... may be determined in the standard manner 
by substituting (10) into (9) and making use of 
the appropriate orthogonality properties.6 Thus, 
we find 

an(2n + I)(n - m)! 
An". = 2n-(I + OmO)(n + m)! 

X f" {I FI(O, ¢) cos m¢P~(x) dx dcp, (11) 

B = a"(2n + I)(n - m)! 
nm 211'{n + m)! 

Q = 41rEoA(I + EAoo), (13) 

and in view of (8), the capacitance to first order is 
given by 

C == Q/Vo = 47rEoa(I + fAoo), 

where Aoo is given explicitly by Eq. (11) as 

1 12"11 

Aoo = -4 FI(O, I/» dx dc/>. 
11" 0 -I 

(14) 

(15) 

The result (14) may be given a simple physical 
interpretation which is contained in the following 
theorem: 

Theorem. The capacitance of an irregularly 
shaped conductor whose surface is described by 
Eq. (1) can be written to first order as 

C = 41rEoT" (16) 

where;:: is the mean radius of the conductor averaged 
over its surface. 

The theorem may be proved by computing ;:: and 
comparing the result with Eqs. (14) and (15). 
It is valid only to first order; no analogous theorem 
can be derived to second order. 

We next derive a first-order expression for the 
surface charge density on the conductor, which in 
general can be written as 

(17) 

12 .. fl 
X 0 -I FICO, ¢) sin m¢P~(x) dx dc/>, 

where E is the electric field, and n is the unit outward 
(12) normal at the surface of the conductor. The latter 

can be written as 
where 0",0 is the Kronecker delta which has the 
value unity when m = 0, and vanishes otherwise. 

n = Vh!lVh11 r.; h == r - r.(S, ¢), (18) 

With (11) and (12), the coefficients of (10) may thus where r = rl(O, ¢) is the equation of the surface 
6 W. R. Smythe, Static and Dynamic Electricity (McGraw- in spherical coordinates. Substituting Eq. (1) to 

Hill Book Company, Inc., New York, 1950). first order into (18) and carrying out the indicated 
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operations, we obtain 

n = [1 + e2~2 (aFI)2 + ~:- (aFI)2J-~ 
r, ao r, sm ° acf> 

( 
ea aFI ea aFI ) 

X e, - :;:: iii ee - r, sin ° a;p e¢ , (19) 

where (e r , ee, e¢) are unit vectors in the direction 
of increasing values of the coordinates (r, 0, cf», 
respectively. Expanded to first order in E, expression 
(19) becomes 

aFI E aFI (20) 
n = e, - e iii eo - sin ° a;;; e¢. 

The electric field is obtained from E - V V, 
which from Eq. (4) is found to be 

E = _(aVa + E aVI)e 
ar ar' 

The first-order surface charge density is then 
obtained by substituting (20) and (21) into (17), 

first-order correction potential and the capacitance 
then take the simpler form 

'" A 
VI = A L: n+"t Pn(x); 

n-O r 
(26) 

(2n + l)a" JI 
An = 2 -1 FI(O)Pn(X) dx, 

C = 411"Eoa(1 + EAO)' (27) 

where p .. (x) is the nth Legendre polynomial of the 
argument x = cos 0. 

III. SECOND-ORDER THEORY 

On the basis of the first-order results obtained 
in the preceding section, we can now extend the 
method successively to second and higher orders 
in an analogous manner. Thus, we write the second­
order potential in the form 

VCr, O,cf» = V,(r) + EVI(r, O,cf» + iV2(r, O,cf», (28) 

where now 

V.(r) = Blr, (29) 

and keeping only terms of order E. In this way we find with B again an undefined constant which in general 
(22) differs from A by order E. The boundary condition 

which must be satisfied by V on the irregular 
Substituting expressions (5) and (10) into (22), the 
latter becomes 

rT = eoA[!2 + E f (n ~/) 
Ts n,m=O Ta 

X (An ... cos mcf> + Bn", sin mcf»P";.(x) J. (23) 

If we then substitute expression (13) for A, and 
Eq. (1) for r., and expand to order E, we finally 
obtain the following explicit expression for the 
surface charge density to first order; 

rT = ~2 [1 - EAoo - 2eFI(O, cf» + e f en ~ 1) 
411"a n,m-O a 

X (An ... cos mcf> + Bn", sin mcf»P";.(x) J. (24) 

We note parenthetically that the first-order expan­
sion (20) for n, and hence also expression (24) for rT, 

are valid only if in addition to condition (2), the 
function FI(O, cf» also satisfies the condition 

o :::; ° :::; 11", o :::; cf> :::; 27r. (25) 

The special case of cylindrically symmetric 
boundary perturbations, for which FI = FI(O) is a 
function of ° alone, corresponds to setting m = 0 
in the above formulas. The expressions for the 

boundary is now 

V(r., 0, cf» = Vo = V.(r.) 

+ eVI(r .. O,cf» + e2V2(r., O,cf», (30) 

where r. is given by Eq. (1). As before, we now 
expand the RHS of (30) to order e2 in a Taylor 
series about r = a, obtaining 

Vo = V.(a) + e[V:(a)aFI(O, cf» + VI(a, 0, cf»] 

+ e2[V:(a)aF2(0, cf» + ! V:'(a)a2F~(0, cf» 

+ (aVl/ar)!. aFI(O, cf» + V2(a, 0, cf»]. (31) 

The potential VI is given as before by expression 
(10), but with A now replaced by B, i.e., 

X (An", cos mcf> + Bn ... sin mcf»P";.(x) , (32) 

where the coefficients An"" Bn ... are given by Eqs. 
(11) and (12). Consequently, the first bracket on 
the RHS of (31) vanishes identically as before. In 
order to assure the overall independence of the 
RHS of (31) on the variables ° and cf>, we shall 
now again impose the sufficient condition that the 
second bracket also vanish identically. Any constant 
terms eliminated thereby are assumed to be in-



                                                                                                                                    

PERTURBA TION APPROACH TO THE ELECTROSTATIC PROBLEM 1521 

corporated in the first term. Consequently, Eq. (31) 
becomes 

Vo = B/a, (33) 

V2(a, e,l/» = - [V~(a)aF2(e, 1/» + ! V~'(a)a2F~(e, 1/» 

must approach Q/(4~Eor). Collecting the coefficients 
of the spherically symmetric r- I terms, we obtain 
in view of Eqs. (28), (29), (32), and (36): 

(39) 

+ (avl/ar)/a aFI(e, 1/»]. (34) which serves to relate B to Q. Substituting (33) 
into (39), the capacitance to second order is obtained 

Again, Eq. (33) thus serves to define B, while (34) 
as 

represents the boundary condition to be satisfied 
by V2(r, e, 1/» on a sphere of radius a, since all 
terms on the RHS of (39) are now explicitly known. 
Substituting expressions (29) and (32) into (34), 
we obtain explicitly 

V2(a, e,l/» = ~ [F2(e, 1/» - F~(e, 1/» 

~ (k + 1) + L.. --k - (Akl cos kp 
k,l-O a 

+ Bkl sin kp)P!(x)FI(e, 1/» J. (35) 

Inasmuch as V, V" and VI all satisfy Laplace's 
equation, the same must be true of V2, so that 
V2 may be written in the form 

'" V2(r, e,l/» = B L r-(n+l) 
n,m=O 

x (Cn ... cos mcp + Dn ... sin ml/»P";.(x), (36) 

where the coefficients en ... and Dn ... are determined 
in the usual manner by 

a"+\2n + 1)(n - m)! 
en ... = 211B(1 + omO)(n + m)! 

(40) 

The coefficient Aoo is given by (15); Coo can be 
found explicitly by substituting (35) into (37) for 
the special case m = n = 0, which yields 

Coo = 1-12"11 

[F2 - F; + f (k t 1) 
4~ 0 -I k,l-O a 

X (Akl cos kp + Bkl sin kp)P;(x)FI(e, 1/» ] dx dl/>. 

(41) 

The integrals of the terms occurring in the sum 
are the same as those defined by Eqs. (11) and (12). 
Substituting these into (41), Coo becomes explicitly 

1 { ~ 2(k + 1)(k + l)! 
Coo = 4~ ~ k:7:0 (2k + l)a2k(k - l)! 

X [(1 + olO)AZ I + BZd 

+ f7r fl (F2 - FD dx dl/>}' (42) 

Thus, only the coefficients A k1 , Bkl of the first-order 
potential are required to find the capacitance to 
second order. 

We shall next derive an expression for the surface 

12"11 

X 0 -I V2(a, e,l/» cos mcpP";.(x) dx dl/>, 

D = a,,+1(2n + 1)(n - m)! 
,,'" 2~B(n + m)! 

12"11 

(37) charge density (j valid to second order and demon­
strate the consistency to second order by showing 
that the surface integral of (j yields the same value 
of Q as that given by Eq. (39). The surface charge 
density is given by expression (17), as before. 

X 0 -I V2(a, e,l/» sin mcpP";.(x) dx dl/>, (38) The electric field at the surface now becomes 

with V 2 (a, e, 1/» given explicitly by (35). We note 
that since V2(a, e, 1/» contains B as a multiplying 
factor, the coefficients e" ... , Dn ... are independent of B. 
Also, if both FI and F2 can be expanded in a finite 
series of spherical harmonics, the potential V2 has 
likewise only a finite number of terms. 

We now again determine B by the requirement 
that as r~ ex> , the leading term of the total potential 

E = _(aVo + E aVI + E2 aV2) e
r ar ar ar r. 

_ ~ (a VI + E aV2) ee 
r, ae ae r. 

_ -~- (aVJ + E aV2) e". 
r, sm e al/> al/> r. 

Similarly, expression (19) takes the form 

(43) 

(44) 
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If we now take the dot product of expressions (43) 
and (44), substitute expressions (29), (32), and (36) 
for V., VI' and V2 , carry out the indicated dif­
ferentiations and keep only terms to order l, 
we obtain 

q = Eof [1 + E f (n ~ 1) 
r. n,m-O r. 

X (Anm cos m¢ + Bn". sin m¢)P"',.(x) 

E2 (aFl)2 E2 (aFl)2 
- 2" ao - 2sin2 8 a;;; 
+ l f (n -J: 1) (en". cos m¢ + D"". sin m¢)P"',.(x) 

.. ,m-O a 

+ 2 ~ 1 (A + B . ) dP"',.(x) aFI 
E .. ,~o an , .... cos m¢ nm Sm m¢ ---a:o iii 

(45) 

An explicit expression for q valid to order l may 
be trivially obtained from (45) by expanding the 
two terms containing r. consistently to order i. 

The total charge is obtained by integrating expres­
sion (45) over the surface of the conductor, i.e., 

f f l 12.. [ 2 (aF )2Ji Q = q ds = ur! 1 + --A-n _I 
8 -I 0 sm v a¢ 

X [1 + E2(a:OJT d¢ dx, (46) 

where the surface area element on the RHS of (46) 
has been written only to second order in E. Sub­
stituting (45) into (42), and expanding to order l, 
we thus obtain 

Q = BEo {I fa'" d¢ d~ 1 + E .. ,t-o en ~ 1) 

X (A" .. cos m¢ + Bn", sin m¢)p"',.(x) 

2 ~ n(n + 1) (A 
- E L...,., " "'" cos m¢ 

", .. -0 a 

+ B"". sin m¢)P";'(x)FI (8, ¢) 

+ 2 ~ (n + 1) ( . E L...,., " en", cos m¢ + Dn ... sm m¢)P"',.(x) 
,",m-O a 

+ 2 ~ 1 (A B' dP"'(x) aFI E L...,., n '"'' cos m¢ + .. ",sm m¢) -dn 
-

.. ,m-O a 0 00 

+ l f "! (-Anm sin m¢ 
... ".-0 a 

(47) 

We first note that of the first and third infinite 
series on the RHS of (47), only the m = n = 0 
terms contribute, due to the orthogonality of the 
spherical harmonics. We next integrate the terms 
of the fourth infinite series by parts with respect 
to X; recalling that X = cos 0, we then have 

J
I dP"',.(x) aFI dx = JI (1 - x2) dP"',.(x) aFI dx 

-1 dO 00 -I dx ax 

= _JI FI.1:.... [(1 - x2) dP"',.(x)J dx. (48) 
-I dx dx 

Similarly, we integrate the terms of the fifth series 
by parts with respect to ¢, obtaining 

1
2.. aF 

( - An", sin m¢ + Bnm cos m¢) _I d¢ 
o o¢ 

r2r 

= m J
o 

(An ... cos m¢ + B .... sin m¢)FI d¢. (49) 

If we now substitute (48) and (49) into expression 
(47), the latter reduces to 

Q = 41rEoB(1 + EAoo + leoo) 

'" JI 121' 1 - E2BEo E -n (Anm cos m¢ 
n,"'-O -loa 

+ Bn .. sin m¢)FI{tx [(1 - x2) dP~X) J 
+ n(n + 1)P"',.(x) - (1 :2X2) P"',.(x) } d¢ dx. (50) 

However, the integrands of the last term on the 
RHS of (50) vanish identically by virtue of the 
associated Legendre equation6

; consequently (50) 
gives a result for Q which is consistent with our 
previous expression (39). 

It is also possible to give a more general argument 
for the consistency of our method to arbitrary 
order on the basis of the uniqueness theorem. It is 
clear that by applying the sufficient condition of 
setting the successive terms on the RHS of the 
Taylor-expanded boundary condition [Eqs. (7), (31), 
and so on] equal to zero, while leaving the constant 
of the zero-order solution undetermined, we guarantee 
that the potential satisfies the boundary condition 
at the surface of the perturbed boundary. Similarly, 
by indentifying Q/(41rEo) with the sum of the co­
efficients of the r- I terms, we automatically guar­
antee the correct behavior at infinity. Accordingly, 
the method described, consistently yields a solution 
of Laplace's equation which satisfies the prescribed 
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boundary condition on a closed regular surface 
and has the proper behavior at infinity, and must 
therefore be unique by virtue of the uniqueness 
theorem for harmonic functions. 7 While we have 
dealt explicitly only with the first- and second-order 
perturbations, it is clear that higher-order expres­
sions for the potential, charge density, and capaci­
tance can be successively obtained in an exactly 
analogous manner. 

For ready reference, we here give without further 
comment the corresponding second-order formulas 
for the case where FI and F2 are functions of e alone. 
We then have 

"" 
V2(r, e) = B L: Cnr-<"+llp,,(x); 

(51) 

where the first-order coefficients are given by (26). 
The capacitance is 

C = 4'11"foa(1 + EAo + lCo), (52) 
with 

., (k + 1)A! 1 II 2 

Co = t; (2k + 1)a2k +"2 -1 (F2 - FI ) dx. (53) 

IV. EXAMPLES 

For purposes of illustrating the application of the 
above method, we first choose to calculate the 
capacitance of an arbitrary ellipsoid to second order, 
inasmuch as the result may be compared to an 
exact expression obtained by other means. We denote 
the semiaxes of the ellipsoid by a, a(1 + E), and 
a(1 + (3E), where E is a smallness parameter and 
f3 is arbitrary, as long as /(3E/ < 1. By expanding 
to order l, the equation of the ellipsoid may then 
be put into the form (1), with 

FI(e, cP) = sin2 e sin2 cP + (3 cos2 e, (54) 

F2(e, cP) = !(sin4 e sin4 cP + 2(3 sin2 e cos2 e sin2 cP 

+ (32 cos4 e - sin2 e sin2 cP - (32 cos2 e). (55) 

The coefficient Aoo of expression (40) for the capac­
itance may be found directly from Eq. (11), which 
yields 

Aoo = t(I + (3). (56) 
7 O. D. Kellogg, Foundatirm8 of Potential Theory (Dover 

Publications, Inc., New York, 1953) p. 216. 

In order to determine Coo, we must find the remaining 
coefficients An .. and Bn .. by means of Eqs. (11) 
and (12). The only nonvanishing coefficients are 
found to be 

A 20 = (ta2)(2(3 - 1); A22 = _!a2
• (57) 

If F I , F 2 , and the above coefficients are substituted 
into (42), we obtain 

Coo = -4~(I - (3 + (32). (58) 

Together with (56) and (58), Eq. (40) then yields 
the following second-order result for the capacitance 
of the ellipsoid: 

C = 4'11"Eoa[I + tECI + (3) - -fil(I - (3 + (32)]. (59) 

This may be compared with the exact result given 
by Smythe6 who finds the capacitance of an ellipsoid 
to be given by the elliptic integral 

C = 8'11"fO{L" [(a 2 + e)W + e)(c2 + e) r i de} -I. (60) 

After substituting b = a(I + f), c = a(I + (3E), 
expanding to order E2, and integrating, we are led 
to a second-order result in exact agreement with (59), 

For purposes of further illustration, we have 
calculated the capacitance of a number of other 
irregularly shaped conductors. The boundaries con­
sidered, together with the corresponding results, are 
presented in Fig. 1. For reasons of simplicity, the 
examples chosen correspond to boundary perturba­
tions which could be expressed by F I (e) alone. As 
can be seen from the results, the successive correction 
terms to the capacitance decrease quite rapidly, 
for the most part. 

V. THE CAPACITANCE TO ARBITRARY ORDER 

Inasmuch as our perturbation method yields a 
particularly simple expression for the capacitance 
of an irregularly shaped conductor, since it involves 
only the n = m = 0 coefficients to each order, 
we shall here derive an expression for the capac­
itance valid to all orders in E. The derivation shall 
be carried out for the case where the boundary 
perturbation is a function of e alone; the generaliza­
tion to perturbations which are functions of both e 
and cP is obvious. We shall not here repeat in detail 
the justification of the steps of the method. 

We begin by writing the equation of the perturbed 
boundary in the form 

r. = a( 1 + ~ EnFn(8») ; 

i ~ En F,,(8)i < 1, 0 ~ 8 ~ '11". 

(61) 
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PERTURBING FUNCTION 

F 1 (8) = cos 2 8 - cos 8 

2 
=X - x 

CAPACITANCE 

1
-(1 +cos 48), 0';8,;lT/4 [ (7-4;12)] 

C = 4lT( a 1---- ( 
0, IT/4 ';8'; IT 0 15 

F1(8) = - cos 48 

== _ (8x4 - 8x2 .+ 1) 

F1(8) = - sin48 

= _ (1 - 2x2 + x4) 

~ 4lT(oa(1-0.0357() 

C=4lT( a{1J:.... (+18,944 (2) 
o 15, 11,025 

~ 4lT (oa(1+~ (+1.72 (2) 
15 

C=47T( a(I_.!!....(+2,816 (2) 
o 15 11,025 

~4lT( a(I-.!!....(+0.255(2) 
o 15 

FIG. 1. Perturbation calculations of the capacitance of several cylindrically symmetric, irregularly shaped conductors. 
The polar equation r. = aCl + .FIC 0» of the surface of the conductor is plotted in the first column; the corresponding function 
FI(O) is given in the second column (x = cos (J), and the capacitances calculated are presented in the third column. 

Similarly, the potential is written as 

V = B(.! + f e"V,,(r, 8)) , 
r ,,-I 

(62) 

where the nth-order correction potential can be 
expanded in the form 

x = cos 8. 

The charge Q on the conductor is then given by 

Q = 47reoB(l + f e"A"o)' 
.. ~I 

(63) 

(64) 
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If the constant potential on the surface is denoted 
by Vo, the boundary condition to be satisfied by 
V is VCr,) = Vo. Accordingly, we have 

Vo = B[l + f ~n f 4-~i Pk(X)]' (65) 
r. n=l k=O TIS 

It is clear that if (61) is substituted into (65), 
and the resulting expression expanded as an infinite 
power series in ~, the result can be written formally 
in the form 

co 

Vo = B/a + B L EaBq(x). (66) 

As before, we then set 

Vo = B/a, (67) 
and require 

B.(x) ~ 0; q = 1,2,3, ... (68) 

In order to obtain B.(x) explicitly, we substitute 
Eq. (61) into (65) and expand the result in a power 
series in E. On the basis of the binomial theorem, 
we may write 

(69) 

where the second sum on the RHS of (69) represents 
and l-fold infinite sum, and where 

S(nz) = nI + n 2 + ... + n 1 • (70) 

Similarly, 

x 
-1."_' "'nl=l 

where 

(
k + l) = (k + l)!. 

l k! l! 

Substituting (71) and (69) into (65), we obtain 

Vo = B/a + B{t:; (-I)! 
x -1.-.. " ·",-1 

x f ES(n
l

) Fn,F" • ... Fn,}' 
.1 .••. ···.'-1 

(71) 

(72) 

(73) 

Comparing with (66), we see that in order to find 
B.(x) we must isolate the coefficient of E

q on the 
RHS of (75). If this is done, and the condition 
(68) applied, we find 

• 
Bq(x) = 0 = L (_1)1 L F",Fn,'" Fn, 

Z-I S(nll-q 

x L Fn,Fn•· .. Fn" 
S (nll- (q-n) 

(74) 

where Ls (nl) _. represents an l-fold sum over all 
values n I , n2, ... , nl = 1,2,3 ... such that S(nz) = q. 
The coefficients Ank may now be successively deter­
mined by means of Eq. (74). Thus, if we isolate 
the term corresponding to n = q in Eq. (74), the 
latter may be written in the form 

t A~k Pk(x) = C.(X) , (75) 
k-O a 

where 

+ (I:) t Ank\,k(X) (I:) (_l)l(k + l) 
n-I k-O a 1-0 l 

X L Fn,Fn•· .. Fn,} , (76) 
S(fq) =q-n 

which contains coefficients Ank up to order n= (q-l) 
only. In view of (75), the coefficients A.k are then 
obtained in the usual manner by 

A.k = !(2k + l)a
k LI C.(x)Pk(x) dx. (77) 

The only coefficients entering into the capacitance 
are those corresponding to k = 0, which are given 
explicitly by 

(78) 

Finally, in cases where the boundary-surface per­
turbation is expressed in terms of the single func­
tion FI(e), expression (76) takes the much simpler 
form 

C.(x) = -[(-I)"F~ + (E) t A~Pk(X)(-I)(·-") 
n-I k-O a 

X (k ~ ~ ~ n)Fiq
-

n
) J (79) 

VI. CONCLUSION 

In the preceding we have developed a very simple 
and direct perturbation approach for solving a 
specific boundary-value problem with a perturbed 
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boundary shape. The principle of the method is 
twofold. First, by expanding the boundary condition 
in a Taylor series about the unperturbed boundary, 
the boundary condition to be satisfied at the 
perturbed surface is transformed into a succession 
of boundary conditions at the unperturbed surface. 
Secondly, by applying sufficient rather than nec­
essary conditions in a consistent manner, the per­
turbation formalism is appreciably simplified. 

The specific problem which we treated was the 
electrostatic problem for irregularly shaped charged 
conductors in vacuum, starting with the zero-order 
solution for a charged sphere. It is clear that the 
same method may be applied with only minor 
modifications to more complicated problems of 
electrostatics, such as a conductor in an external 
field, several conductors, etc. This merely requires 

starting with a different expression for the un­
perturbed potential V" Similarly, it is by no means 
necessary to generate the perturbation expansion 
from a sphere as the zero-order boundary; in 
practical cases it may be more convenient to express 
the irregular boundary as a perturbation of some 
other boundary, such as a cylinder for example, 
for which an exact solution V. is available. 

Finally, we remark that, while we have addressed 
our attention to the electrostatic problem which 
consists essentially of solving Laplace's equation 
with Dirichlet boundary conditions, analogous per­
turbation methods should be applicable to more 
complicated partial differential equations with more 
general boundary conditions. An analogous treat­
ment of the scattering of electromagnetic radiation 
from soft objects is under investigation. 
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The evaluation of the correlation-function expressions for transport coefficients is discussed. It 
is shown that for the case of a low-density nondegenerate monatomic gas with short-range inter­
actions, results are obtained which are in agreement with those usually found from the Boltzmann 
equation. The analysis makes use of a generalized master equation, and of the factorization theorem 
of Kac. While the main concern is with low-density gases, the methods developed have a wider range 
of application. 

I. INTRODUCTION 

T HE theory of transport coefficients has tradi­
tionally been based on the Boltzmann equation. l 

However, in recent years, considerable attention 
has been focused on a radically different and more 
general approach. As was first shown by Green, 2 

it is possible to obtain expressions for the thermal 
conductivity, viscosity, and coefficients of diffusion 
which are generally valid, and which thus do not 
suffer from the limitations inherent in the Boltzmann 
equation. These expressions take the form of integrals 
of time-dependent correlation functions. Green's 
results have subsequently been derived by other 
authors,3 and have also been extended to provide 
a general statistical description of hydrodynamic 
processes. 4 In addition, Kubo,6 Nakano, 6 and others 
have obtained a correlation-function expression for 
the electrical conductivity. 

The generality of the correlation-function expres­
sions is compensated for by complexity; although 
formally simple in appearance, they involve the 
dynamics of a system with many degrees of freedom. 
Consequently it is necessary to develop suitable 
approximation methods in order to obtain results 

* Research supported by the National Science Foundation. 
1 S. Chapman and T. G. Cowling, The Mathematical 

Theory of Non-Uniform Gases (Cambridge University Press, 
New York, 1952). 

2 M. S. Green, J. Chern. Phys. 20, 1281 (1952); 22, 398 
(1954). 

8 H. Mori, Phys. Rev. 112, 1829 (1958); R. Kubo, M. 
Yokota, and S. Nakajima, J. Phys. Soc. Japan 12, 1203 
(1957); J. G. Kirkwood in Rendiconti della Scuola Inter­
nazionale di Fisica "Enrico Fermi," Corso X (Nicola Zanichelli, 
Bologna, 1959); E. W. Montroll, ibid. 

'J. A. McLennan, Phys. Fluids 3, 493 (1960)' 4, 1319 
(1961); Advances in Chemical Physics, edited by 1. Prigogine 
(Interscience Publishers, Inc., New York, 1963), Vol. V. 

6 R. Kubo, J. Phys. Soc. Japan, 12, 570 (1957). 
6 H. Nakano, Progr. Theoret. Phys. (Kyoto) 15, 77 

(1956); 17, 145 (1957). 

of practical value. Here we wish to consider the 
evaluation of the transport coefficients for a low­
density nondegenerate gas of point molecules, and 
to show that the Green formulas give, for this case, 
the same results as the Boltzmann equation. We 
have two motives for such a calculation: First, 
it is clearly a necessary preliminary to any extension 
into regions where the Boltzmann equation is not 
valid. Second, we have occasionally encountered a 
suspicion that the Green formulas are not completely 
determined, but that somewhere in the calculation 
it might become necessary, in order to obtain a 
well-defined result, to introduce an assumption akin 
to coarse graining or molecular chaos, that is, an 
assumption of the sort familiar in derivations of the 
Boltzmann equation. We wish to show that this 
is not the case, but that the results usually obtained 
from the Boltzmann equation follow in a straight­
forward manner on taking the low-density limit, 
no other assumptions or approximations being 
necessary. 

The evaluation of the correlation-function expres­
sions has been considered previously by a number 
of authors. Dicussions of the electrical conductivity 
have been given by Kohn and Luttinger/ Lax,S 
Chester and Thellung,9 Montroll and Ward, 10 

Verboven,l1 Langer/2 Matsudaira/3 and Fujita and 
Abe. 14 The lattice contribution to the thermal con-

7 W. Kohn and J. M. Luttinger, Phys. Rev. 108, 590 
(1957); 109, 1892 (1958). 

8 M. Lax, Phys. Rev. 109, 1921 (1958). 
9 G. V. Chester and A. Thellung, Proc. Phys. Soc. (London) 

73, 745 (1959). 
10 E. W. Montroll and J. Ward, Physica 25, 423 (1959). 
11 E. Verboven, Physica 26, 1091 (1960). 
12 J. Langer, Phys. Rev. 120, 714 (1960); 124, 1003 (1961); 

127, 5 (1962); 128, 110 (1962). 
13 N. Matsudaira, Progr. Theoret. Phys. (Kyoto) 25, 

153 (1961). 
14 S. Fujita and R. Abe, J. Math. Phys. 3, 350 (1962). 
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ductivity of solids has been treated by Schieve and 
Peterson,15 Hardy,16 and Schieve and Hardy.17 With 
a few exceptions, these discussions deal with a 
one-particle problem, with dissipation being intro­
duced through randomly distributed scattering 
centers, and as a consequence they do not touch 
on the second question mentioned in the previous 
paragraph. 

Transport in low-density gases has been discussed 
by M. S. Green2 and by H. S. Green,18 who assume 
the validity of the Boltzmann equation. Mori19 has 
given a discussion based on the master equation; 
his treatment is approximate except for Maxwellian 
molecules. Recently Fujita20 has treated the same 
problem without the introduction of those assump­
tions (other than low density) on which the Boltz­
mann and master equations are based. Our discussion 
is very similar in its aim to that of Fujita. It differs 
in that we use a generalized master equation,21 
and consequently do not require a diagrammatic 
expansion or asymptotic time integration; in addi­
tion, we give an explicit treatment of the factoriza­
tion problem. 

II. REDUCTION TO TWO-BODY OPERATORS 

The thermal conductivity, viscosity, and co­
efficients of diffusion can all be treated in a similar 
manner; we will work with the thermal conductivity 
as a typical example. Green's formula for the 
thermal conductivity is 

A = 3V~T2 foo e't dt(S·S(t»o, (1) 

where V is the volume, k Boltzmann's constant, 
T the Kelvin temperature, Sand Set) are fluxes 
whose detailed form will be given below, and the 
brackets ( )0 denote an equilibrium average. 

The factor eEl has been introduced to represent 
the turning on of an interaction with external 
reservoirs which bring about the temperature 

111 W. C. Schieve and R. L. Peterson, Phys. Rev. 126, 
1458 (1962). 

16 R. J. Hardy, thesis, Lehigh University, 1962 (un­
published). 

17 W. C. Schieve and R. J. Hardy, Bull. Am. Phys. Soc. 8, 
15 (1963). 

18 H. S. Green, J. Math. Phys. 2, 344 (1961). 
Ig H. Mori, Phys. Rev. 111,694 (1958); also H. Nishimura 

and H. Mori, Progr. Theoret. Phys. (Kyoto) 26, 967 (1961). 
20 S. Fujita, J. Math. Phys. 3, 359 (1962). 
21 L. Van Hove, Physica 21, 517 (1955); 23, 441 (1957); 

I. Prigogine, Non-Equ.ilibriu.m Statistical Mechanics (Inter­
science Publishers, Inc., New York, 1962). A simplified 
derivation, not based on perturbation expansions, has been 
given by R. J. Swenson, J. Math. Phys. 3, 1017 (1962). It is 
important for our purposes to recognize that the latter 
derivation yields a generalized master equation which is 
exact for finite systems. 

gradient. In order to obtain a thermal conductivity 
which is independent of E, that is, independent of 
the past history of the system, it is necessary to 
take the limit E ~ O. However, this limit must be 
preceded by the limit of infinite volume,22 and 
consequently Eq. (1) is to be interpreted as 

A = l.~ ~~n; 3V~T2 [0
00 

e" dt(S·S(t»o. (2) 

The limit V ~ <Xl is to be taken with the intensive 
parameters such as density and temperature held 
constant. 

It is to be emphasized that the limits of Eq. (2) 
are in no sense essential to the definition of thermal 
conductivity. For finite V and nonvanishing E, 

there is a dependence of A on E and V. The depend­
ence on V can be attributed to boundary effects; 
for small samples such boundary effects are well 
known. 23 For large samples the dependence on V is 
certainly extremely small. The dependence on E is 
a reflection of the fact, which should not be un­
expected, that the thermal conductivity is not 
strictly a material property, but depends upon the 
manner in which the nonequilibrium state has been 
prepared. It is expected that the dependence on E 

will show a plateau behavior (in the same sense 
used by Kirkwood22): over a wide range of values 
for E, A will be sensibly independent of E. However, 
we will not attempt to give a detailed estimate of 
the error involved in applying results obtained from 
the limiting form (2) to a finite system. 

We remark that the low-density limit can be 
taken only after the limit V ~ <Xl. If the density 
is made vanishingly small with finite volume, a 
Knudsen gas is obtained and the concept of thermal 
conductivity is no longer applicable. 

The average denoted by ( )0 is to be taken over 
a canonical (or grand canonical) ensemble, 

(3) 

For a low-density gas the potential energy contribu­
tions to p can be neglected, 

(4) 

Here H 0 is the free-particle Hamiltonian, and Zo 

22 It can be shown (see the last item of reference 4) that 
one obtains a vanishing result if the order of the limits is 
reversed. This was first recognized by Kirkwood, reference 3; 
J. Chem. Phys. 14, 180 (1946); 15, 72 (1947), the point being 
that " ... there will exist Poincare cycle periods within which 
each orbit will be traversed in the reverse sense to any desired 
degree of accuracy, canceling its initial contribution ... ". 

23 As an example, the effect of boundary scattering of 
phonons on the thermal conductivity of a solid has been 
discussed by H. B. G. Casimir, Physica 5, 495 (1938); see 
also P. Carruthers, Rev. Mod. Phys. 33, 92 (1961). 
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the sum-over-states 

(5) 

m being the mass of a particle and N the total 
number of particles. The flux 8 is 

and the contour C encloses the poles of (P'I R. IP). 
Since these all lie on the real axis, we may take C 
to consist of the two lines (- co - i'Y}, 00 - i'Y}) and 
(<Xl + i'Y}, - <Xl + i'Y}). If 1m z > -hE, or 'Y} < hE, 
the time integral in Eq. (10) can be interchanged 

8 = L S(Pi), s(p) = [(p2/2m) - i-kT]p, 
(6) with the contour integral to yield 

i 

where Pi is the momentum of particle i. (In general, 8 
contains additional contributions from the potential 
energy, but these are negligible at low density.) 
Although we will ignore the effects of degeneracy, 
it is nevertheless convenient to use the formalism 
of quantum theory. 8 then becomes an operator, 
but since it depends only on the momenta, it is 
diagonal in momentum representation. The quantity 
8(t) is given by 

(7) 

Denote the free-particle momentum eigenstates by 

I(P, P') = 2: Ie dz(P IR.+i*.1 P')(P' IR.I P). (14) 

The contour consists of one line lying between a 
row of poles along the real axis and a row displaced 
hE below the real axis, plus a line above the real axis. 
Since the integrand decreases as 1/lz12 for large Izl, 
the upper line can be removed to infinity and ignored; 
we are then left with 

I(P, P') = 2: L: dEX(P, P'), (15) 

where 

(8) X(P, P') = (P IRE-i~+ifr.1 P')(P' IRE-i~1 P). (16) 

with P used as an abbreviation for the N momenta 
PI, ... , PN. Since p and 8 are diagonal in this 
representation, Eq. (1) becomes 

A = (1/3VkT2
) L L p(P)8(P)·8(P')I(P, P'), (9) 

p P' 

where 

I(P, P') = foo e" dt(P le(il*)H'1 P') 

It is convenient to put 'Y} = !hE, which is consistent 
with the restriction 'Y} < hE, and we then have 

X(P, P') = (P IRE+i~1 P')(P' IRE-i~1 P). (17) 

The quantity X is conveniently determined from 
an identity related to the generalized master equa­
tion.21 Introducing 

Xll'(P, P') = (P' IRz/ P)(P IR 1, I P'), (18) 

X (P' le-(il*)H'1 P), (10) we have for the identity in question 

and 

pep) = (P Ipl P), 8(P) = (P 181 P). (11) 

One's first reaction at this point is to apply a 
perturbation expansion. However, the terms in such 
an expansion are inversely proportional to powers 
of E, and it is necessary to perform a resummation 
before the limit E -7 0 can be taken. Such a procedure 
is possible, and indeed is the method adopted by 
Fujita20 and others. However we will proceed 
differently, using an analysis based on the generalized 
master equation. 21 

Let one of the factors in Eq. (10), say the second, 
be represented by a contour integral, 

(P' le-w.)HI IP) 

= -2~ Ie dze-(il*) "(P'I R. IP), 

where R. is the resolvent operator, 

R. = (H - Z)-I, 

(12) 

(13) 

(l - l')XII'(P, P') = FII'(P)opp' 

+ L [FII'(P) WII'(P, P")XII ,(P", P') 
P" 

- FII'(P")WII'(P", P)XII'(P, P')]. (19) 

Here oPP' is a Kronecker delta, and the quantities 
F and W will be defined below. For the case at hand, 
Eq. (19) becomes 

-2i'Y}X(P, P') = F(P)opp' 

+ L [F(P) W(P, P")X(P", P') 
P" 

- F(P")W(P", P)X(P, P')]. (20) 

Here for simplicity we have dropped the subscripts 
land l' on F and W, remembering that they take 
on the values l = E - i'Y}, l' = E + i'Y}. 

The utility of the identity (20) will be found in 
the fact that the low-density limit (or, more gen­
erally, the dependence on density) of the quantities 
F and W can be readily put into a convenient form; 
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X is then left as the solution to Eq. (20) rather 
than being determined directly. 

We now proceed to determine the low-density 
limit of F and W. These quantities are defined as 
follows. Divide the resolvent into a diagonal part D 
plus a nondiagonal part (diagonal and nondiagonal 
referring to the free-particle representation), 

R = (1 + DU)D. (21) 

For simplicity, the argument z has been dropped. 
Define a diagonal operator G by 

D = (Ho + G - Z)-I. (22) 

It follows2I that U and G satisfy the equations 

G = [HI + HIDU]d, (23) 
U = - [HI + HIDU - GDU]nd, 

where the subscripts d and nd denote the diagonal 
and nondiagonal parts, respectively, and 

(24) 

is the potential energy of interaction. F is defined by 

FII'(P) = D1(P) - D1·(P), (25) 

and W satisfies the equation 

WIl'(P', P) = U1(P, P')U1·(P', P) 

- L WIl'(P', P")D1(P")D1·(P") 
p" 

x U1(P, P")U1·(P", P). (26) 

Here 

D1(P) = (P IDzi P), (27) 

and 

U1(P, P') = (P IUzI P'). (28) 

At this point we need an expansion in two-body 
scattering operators. Such expansions have been 
discussed by a number of authors,24 but for the 
sake of completeness we include a brief derivation. 
Combine the two Eqs. (23) into25 

U = (G - H I )(1 + DU). (29) 

On introducing an operator K defined by 

K = HI - KDH1 , 

we find 

(30) 

24 K. Watson, Phys. Rev. 103,489 (1956); A. J. F. Siegert 
and E. Teramoto, Phys. Rev. 110, 1232 (1958); J. Weinstock, 
Phys. Rev. 126,341 (1962); R. J. Swenson, J. Math. Phys. 4, 
544 (1963). 

iii Our procedure here is suggested by that of W. Heitler, 
The Quantum Theory of Radiation (Oxford University Press, 
London, 1954), 3rd ed., Sec. 16 and Appendix 4. 

(I - KD)U = [(1 - KD)G - K](l + DU), (31) 

or 

U = -K + (1 - KD)G(l + DU). (32) 

Dividing Eq. (31) by (1 - KD) and taking the 
diagonal part, we find an equation for G, 

(33) 

Equations (32) and (33) determine U and G in 
terms of K. Assume HI to be a sum of two-body 
potentials26 

(34) 

where J1. denotes a pair of particles, the sum extends 
over all pairs, and v I' will be assumed to depend 
only on the distance between particles. Define 
scattering operators tp. by 

(35) 

(Note that the tp. are actually not two-body operators, 
since the whole system is involved in D. However 
this complication will disappear in the low-density 
limit.) Introduce, in addition, the quantities K,. 
defined by 

Kp. = vI' - vp.DK. (36) 

Then 

K= LKp., (37) 
I' 

and 

Kp. - tp.DK,. = (1 - tp.D)vi1 - DK) 

= til - DK), 

or 

Kp. = tp. - tp.D(K - Kp.) 

= tIl - tp.D L K~. (38) 
~"p. 

Iteration of Eq. (38) and substitution into Eq. (37) 
gives a t-matrix expansion for K; this combined 
with Eqs. (32) and (33) yields the desired expansions 
for U and G. 

We now suppose tp. to be proportional to a force 
range, or scattering length:7 Since we ignore de­
generacy, the thermal de Broglie wavelength is not 
available as a parameter, and so the only quantities 

26 We will impose periodic boundary conditions in order 
not to have to include wall forces in the Hamiltonian. 

27 Cf., e.g., J. M. J. Van Leeuwen and A. S. Reiner, 
Physica 27, 99 (1961). 
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with the dimension of length are the mean distance 
between particles and the scattering length. For di­
mensional reasons, low density is then equivalent 
to small scattering length, or small t". (Note that 
our analysis is not applicable to the Coulomb inter­
action, which is not characterized by a range. In 
addition the existence of bound states invalidates 
our analysis since then the t-matrix no longer de­
scribes a simple scattering process, and the effects 
of internal excitation and dissociation must be taken 
into account.) For small t", the first iterate of Eq. 
(38) suffices, 

K" = t", K = Lt". (39) 

" 
Equations (32) and (33) give, to lowest order in K, 

u = -K + G = -Knd. (40) 

On retaining the lowest-order nonvanishing terms 
of F and W, we now find 

FII'(P) = dz(P) - dz.(P), (41) 
and 

Wzz'(P', P) = Uz(P, P')Uz'(P', P) 

= (P IKzndl P')(P' IKz· ndl P). 

Here d, is the noninteracting resolvent, 

dz = (Ho - f)-I, 
and 

d,(P) = (PI dz IP) 

= (Ep - f)-I, 

(42) 

(43) 

(44) 

where Ep is the noninteracting energy associated 
with state IP), 

Ep = LP~/2m. (45) , 
For the particular values of land l' needed, F 
reduces to 

F(P) = -2i,.,/[(Ep - E)2 + ,.,2]. (46) 

In the limit ,., ~ 0, this becomes 

lim F(P) = -2ri~(Ep - E). (47) 

It is premature at this point to take the limit, 
but in anticipation we write 

F(P) = -2m~~(Ep - E). (48) 

At this point we summarize briefly by combining 
Eqs. (9), (15), (20), and (48) to obtain for A 

A = 3 V~T2 ~ pep) S(P) 

X l: dE ~iEp - E)fs>(P), (49) 

where fs>(P) is defined by 

2
1i L X(P, P')S(P') = ~~(Ep - E)fj)(P), (50) 
7r p' 

and obeys the equation 

X [W(P', P)fs>(P) - W(P, P')fs>(P')]. (51) 

Here we have reintroduced E = 2,.,/11,. It is convenient 
to shift the origin of the E integration by an amount 
Ep; we then find for Eqs. (49) and (51) [with a 
redefined fs>(P)] 

1 1'" A = 3VkT2 ~ p(P)S(P) _'" dE ~~(E)fs>(P), (52) 

27r " S(P) - Efs>(P) = -h ~ ~~(Ep. - Ep - E) 
p' 

X [W(P', P)fs>(p) - W(P, P')~(P')]. (53) 

We now return to the quantity W. In the sum 
of Eq. (53), the term P' = P actually gives no 
contribution, and consequently the restriction nd 
in Eq. (42) can be dropped: 

Ww(P', P) = (PI Kz IP')(P'I K z· IP). (54) 

Furthermore, at this point we have 

(55) 

with 

(56) 

Denote t" for l = E + Ep - i,." l' = E + Ep + i,., 
by t: (recall the change of variables E - Ep ~ E), 

(57) 

It is convenient to change notation, denoting the 
pair of molecules by i, j rather than p., 

t~· = v·· - t~·(Ho - Ep - E ± .'!'I)-IV" " ., ., II" ... 1. 

A sum over p. such as (55) becomes 

K = L tij. 
-<; 

(58) 

(59) 

The matrix elements of tli ,taken between free­
particle states, will be diagonal in all momenta 
except those for particles i and j. Furthermore, 
the terms in H 0 referring to particles other than 
i and j can be replaced by their eigenvalues. Thus 

(PI t;i IP') = (p" p;ll;; Ip~, pD~if(P, P'), (60) 
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where Ipi, Pi) denotes the momentum eigenvectors 
for the two particles i and j, O'i(P, PI) is defined by 

Oij(P, PI) = II op •. P.' , (61) 
k~i .i 

and li~ satisfy the equations 

l~i = V'i - l;i(hij - Eij - E ± i.,,)-IV'i' (62) 

Here hii is the noninteracting Hamiltonian for the 
two particles i and j, and E'i is its eigenvalue for the 
state IP), 

E,i = (p~ + p~)j2m. (63) 

On substituting the above results into Eq. (54), 
we obtain W as a sum of two-particle quantities, 

WIl'(P/, P) = L o;;(P, P/)(P" Pill:i Ip~, pD 
i<i 

Since l,~ and l,i are Hermitian conjugates, one can 
also write the above result as 

WII'(P/, P) = L O'i(P, PI) 
i<; 

The above matrix element contains a momentum­
conserving Kronecker delta. Put 

(p" P;J i:i Ip:, pi) 

We then have for W 

WII'(P/. P) = (161i"2li4jm2y2) L OijCP, PI) 
i<i 

X oKr(pi + Pi - P: - pi)uij(E, .,,). (69) 

Since we have considered interactions Vii which 
depend only on the distance between particles, 
u;i(E, .,,) satisfies the condition of detailed balancing: 
it is unaffected by an interchange of the primed 
and unprimed momenta. Consequently W satisfies 

WII'(P/, P) = WII'(P, PI). (70) 

We can now rewrite Eq. (53) in a form involving 
only two-body operators, 

S(P) - E~(P) = n~(p), (71) 

where 

1 
n = Y L<. O'i' . , (72) 

with 

Oij = (3211" 3li3jm 2 Y) L O~(E:i - Eij - E) 
Pi' ,Pi' 

X OKr(p; + Pi - P: - pDu'i(E, .,,)[1 - Aij]. (73) 

Here we have introduced the symbol A ij which 
converts Pi, Pi, into P:, pi, leaving the remaining 
momenta unchanged: 

= ~ Tii oKr(pi + Pi - p~ - pi). (66) Aii~(P) = ~(Pl' ... ,PH, pL PHI, ... , 

The differential scattering cross section (in the 
relative system of coordinates) is given by28 

U'i = (m2j1611"2li4
) lim lim ITiiI2. (67) 

71-0 v_co 

The cross section and T'i are, of course, functions 
of the initial and final momenta, but for simplicity 
we have not explicitly indicated this dependence. 
[Actually it is necessary to put E = 0, Eij = E:i in 
Eq. (67). However in the equations to follow these 
restrictions will be automatically imposed when the 
limits Y -t <Xl, ." -t 0, are taken.] As in Eq. (2), 
the two limits must be taken in the order indicated; 
otherwise the existence of boundaries will have an 
effect on the scattering process.22

•
29 At this point, 

before the limits are taken, we write 

IT,d 2 = (lfnlli4jm2)u'i(E, .,,). (68) 

28 Cf., e.g., E. Merzbacher, Quantum Mechanics (John 
Wiley & Sons, Inc., New York, 1961), Chap. 21. 

29 In order for Eq. (68) to give a close approximation to 
the cross section, it is necessary that I/E be large compared 
to the time taken by a collision, but less than the Poincare 
recurrence time for a two-body collision. Within this range 
for E, the thermal conductivity will take on its plateau value. 

X Pi-I, pi, PHI •... ,PN)' (74) 

Certain properties of Oij follow immediately: it is 
symmetric in i and j, 

(75) 

When operating on a function which is independent 
of p, and Pi, O'i gives zero, 

k ~ i, j. (76) 

For large Y (or in the classical limit), sums 
over momenta can be replaced by integrals according 
to 

[(211"1i)3jY] L -t J d3p, (77) 
P 

and in addition 

(78) 

Here, and in the following, we will make the above 
replacements, but with the understanding that f d3p 
stands for an integral, and o(p) for a Dirac delta 
function, only after the limit Y -t <Xl (or Ii -t 0) 
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has been performed. We therefore write for nil 

nul= ~2 f d3p~ f d3p~ O,(E~i - E;; - E) 

o(p, + Pi - p~ - pi)O",;(E, 7])[1 - A;;]. (79) 

We observe that n;; is independent of volume for 
large volume; it was for this reason that the factor 
l/V was introduced in Eq. (72). 

It is readily verified that for E = 0 and 7] --t 0, 
ni; is self-adjoint in the sense that 

f dip. f d3p;/(p,)f(p;)FnijG 

and Eq. (52) becomes 

X = 3V~T2 I: e" dt ~ p(P)S(P) 

X I: dE o,(E)eDIS(p). 

In view of Eq. (6), this can be written 

X = 3k~2 to> e" dt ~ P(P)S(Pl) 

X I: dE o,(E)eDIS(p), 

where n = N /V is the density. 

(S6) 

(S7) 

= f d3p, f d3p;/(p,)f(p;)Gn;;F. (SO) On expanding the exponential in Eq. (S7) one 
will encounter expressions of the form 

Here F and G are arbitrary functions of the momenta, 
and f(P) is the Maxwell-Boltzmann distribution ~ P(P)S(Pl) I: dE oiE)nrS(p), 
function, 

f(P) = (1/21rmkT)! exp (_p2 /2mkT). (Sl) 
r = 0, 1,2, .. , 

We emphasize that the property (SO) does not hold 
Consider the case r = 1. We have 

for nonvanishing E or 7]. 1 N 

nS(p) = V t1 ni; t1 S(Pk) 

If Eq. (71) is combined directly with (52), the 

III. FACTORIZATION 
= ~ t1 nij[s(p,) + s(p;)]. 

(SS) 

(S9) 

result for X is identical with what wo:uld be obtained When the average of (SS) is performed, only the 
from an unfactorized Boltzmann equation. More terms for i = 1 will give a contribution since the 
specifically, the combination A(Pl) + A(P2) appear- average of S(Pl) vanishes. Hence 
ing in the Boltzmann operator of Eq. (104) below 
would be replaced by a two-particle function Lp P(P)S(Pl) I: dE o,(E)nS(p) 
A(Pl, P2). A factorized result, containing only one­
particle functions, can be obtained with the aid 
of the factorization theorem of Kac. 30 In order to 
be able to take advantage of Kac's analysis, we 
proceed as follows. The solution to Eq. (71) can 

N 

be written as 
X L n1;[S(Pl) + s(P;)] 

;-2 

~(P) = 1°", e"~(t) dt, (S2) 
N 1 f'" 

= -V- ~ P(P)S(Pl) _'" dE o,(E) 

with ~(t) defined by the differential equation X n12 [S(pl) + S(P2)] 

a~(t)/at = n~(t), (S3) = N ~ 1 [(2;/i)3Tp, ~ f(Pl)f(P2)S(Pl) 

and the initial condition 

~(O) = S(P). (84) X I: dE O,(E)nI2 [S(pl) + S(P2)]' 

The solution to Eqs. (S3) and (S4) can be written On substituting for n l2 from Eq. (79) we find 

~(t) = eO'S(P), (85) ~~ ~ P(P)S(Pl) L: dE o,(E)nS(p) 
30 M. Kae in Proceedings of the Third Berkeley Symposium 

on Mathematical Statistics and Probability, edited by J. 4 J J '" 
Neyman (University of California Press, Berkeley, 1956). = m~ d3Pl d3p2f(Pl)f(P2)S(Pl) L- dE lJ,(E) 
See also R. Brout, Physica 22, 509 (1956). _ 

(90) 



                                                                                                                                    

1534 J. A. McLENNAN, JR. AND R. J. SWENSON 

x J d3p{ J d3p~ o~(Ei2 - El2 - E) 

X O(P1 + P2 - pi - p~)(T12(E, 'Tf) 

X [S(Pl) + S(P2) - s(pD - s(P~)]. (91) 

We can now take the limit E ~ 0, or 7J = !nE ~ 0, 
and integrate over E to obtain 

l.~ ~~ ~ P(P)S(Pl) i: dE oiE)OS(P) 

Remarking again that the average of s(p) vanishes, 
it is seen that nonvanishing contributions to (88) 
will be obtained only when at least one of the above 
indices i, i, k is equal to 1. Since i 2 2, the only 
possibilities are i = 1 or k = 1. It is a consequence 
of Eqs. (80) and (76) that terms with k = 1 but 
i ,= 1 will give no contribution when the limit 
V ~ co, 7J ~ 0 is taken. Thus, as before, the only 
nonvanishing contributions are obtained from terms 
with i = I, for which we have 

= n J d3pd(Pl)S(Pl)[[S(PI)], 
2 1 N 

(92) 0 S(P) 1._1 = V2 ;~2 01;{Oa[S(PI) + s(Pl)1 

where [ is a linearized Boltzmann collision operator 
defined by 

[[S(PI)] = ~2 J d3
p2 J d3

p: f(P2) 

X (T12[S(Pl) + S(P2) - s(PD - s(P~)]. (93) 

Now consider higher values of r in Eq. (88). 
(Actually it is only for r 2 2 that factorization is 
a problem.) For r = 2 we have 

02S(P) = :2 ti ~ OijOkl[S(Pk) + S(PI)]' (94) 

There is no contribution unless at least one of k, l 
is equal to i or j, and so 

1 { N 
O'S(P) = V2 ti Du I~t O;Z[S(Pi) + S(PI)] 

N 

+ 1: OJ! [S(Pi) + S(PI)] 
I-i+l 
i-I 

+ 1: Oik[S(P.) + S(Pk)) 
1-1 

= :2 ti Oil { t; O,k[S(P.) + S(Pk)] 

+ 1: Dik[S(Pi) + S(Pk)Jl. 
l .. i 

We separate the above into two parts, 

02S(P) = :2 t1 k~; 0,,· {O.k[S(P.) + S(Pk)] 

+ 0ik[S(Pi) + S(Pk)11 

+ ;2 t1 O~;[s(p,) + S(Pi)]' 

(95) 

(96) 

2 N 2 + V2 ~ Dr;[s(Pl) + s(pj)]. (97) 

On performing the average of (88) we find 

~ P(P)S(Pl) i: dE o.(E)D
2
S(P) 

- eN - I)(N - 2) f dJ f dJ J d3 
- V2 PI P2 P3 

X f(Pl)f(P2)f(Pa)s(Pt) i: dE o.(E) 

X OuI 012[s(Pl) + S(P2)] + 023[S(P2) + s(Pa)J} 

+ 2(N V-; 1) J d3pI f d3p2f(Pl)f(P2)S(PI) 

(98) 

We see immediately that the last term above is 
of order N IV' and therefore vanishes in the limit N, 
V ~ co. In the first term, the integral over Pi 
converts 0 12 and 023 into Boltzmann operators i the 
integral over P3 then has the same effect on 0 13, 

The result is 

~~ ~~ ~ p(P)S(PI) i: dE O.(E)02S(P) 

= n2 f d3pd(PI)S(PI)r[S(PI)]' (99) 

The procedure is readily generalized to arbitrary 
r. In the expression 

X O,.;,[S(Pi.) + S(PiJJ, (100) 

nonvanishing contributions are obtained only when 
Oid, is coupled to D',i, through a pairing of indices, 
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O',i, is similarly coupled to O',i,' and so on through 
to O',i,' This pairing of r - 1 sets of indices reduces 
the number of summations in Eq. (100) from 2r 
to r + 1. The requirement that i. = 1 gives one 
more reduction, leaving r independent summations. 
Divide the result into two parts. In the first, or 
dominant part, impose the restriction that none 
of the r summation indices be equal [corresponding 
to the restriction k r6 j in Eq. (97)]. The remaining 
part [corresponding to the second term of Eq. (97)] 
will contain no more than r - 1 summations. Its 
contribution to Eq. (88) will therefore be of order 
N·-1/V', and thus vanishes in the limit N, V ~ 00. 

In the contribution of the dominant part, one may, 
proceeding from right to left, integrate over momenta 
in the manner leading from Eq. (98) to Eq. (99). 
Each such integration converts an Os; operator into 
a Boltzmann operator, with the result 

~ ~~ ~ P(P)S(Pl) i: dE 5~(E)O'S(P) 

= n' J d3pd(Pl)S(Pl)I'[S(Pl)]' (101) 

The above argument can be restated as follows. 
The dominant contribution is obtained by allowing 
a given pair of particles to scatter no more than 
once. Rescatterings, when a given pair scatter twice 
or more, are placed in the remainder, which is 
of order I/V. 

On combining Eqs. (101) and (87) we find 

}. = 3k~2 i: dt J d 3
pd(Pl)s(Pl)e

nlI
s(Pl), (102) 

which can be written 

where A(Pl) is a solution to the integral equation 

(104) 

Equations (103) and (104) are identical to the results 
usually obtained from the Boltzmann equation. 1 

We note that the time integral of Eq. (102) 
actually exists since s(p) is orthogonal to the summa­
tional invariants of I. Remark further that the 
solution to Eq. (104) is arbitrary to the extent 
that one can add to A any linear combination of 
the summational invariants, but this arbitrariness 
has no effect on the thermal conductivity as given 
by Eq. (103). 

The above procedure is clearly applicable to other 
transport coefficients. Indeed, nothing we have done 

(01 (b) 

FIG. 1. Typical di­
agrams occurring in Fu­
jita's analysis. 

depends on the particular form of s(p), so long as 
it is orthogonal to the summational invariants. 

IV. DISCUSSION 

In Fujita's analysis, the result (103), (104) is 
obtained directly, without the use of a factorization 
theorem. The reason for this is not immediately 
evident, and we devote some comment to this 
point here. Using a diagrammatic expansion, Fujita 
associates with each diagram a factor cmt" m , , 
n = 0, 1, 2, ... , where c is the density (we revert 
to his notation) and t the time. In the /let limit" , 
appropriate to low density, only diagrams of order 
(ct)'" are retained, those of order c"(ct)'" being 
neglected. A typical diagram retained by Fujita is 
given in Fig. l(a). However, there are, in addition, 
diagrams typified by Fig. l(b) which should, 
according to the ct criterion, be retained, but were 
neglected by Fujita. These diagrams correspona to 
rescatterings of the sort mentioned above, and thus 
their neglect is indeed justified in the limit N, V ~ 00. 

While the preceding discussion has been primarily 
concerned with low-density gases, we wish to 
emphasize that our method, based on the generalized 
master equation, is directly applicable to other 
systems and seems to offer the most economical 
and rigorous approach. In this connection we have 
already cited the work of Chester and Thellung9 

and of Verbovenll on electrical conductivity; 
similar methods have also been used by Hardy16 

in a discussion of the lattice contribution to the 
thermal conductivity of solids. In addition, our 
discussion is readily extended to the problem of 
transport in gases of moderate density, as we hope 
to show in a future publication. In this case it is 
necessary to take account of the potential energy 
contributions to the equilibrium density matrix and 
to the flux operators; this is readily done with the 
aid of the generalizations of the Van Hove equation 
obtained by Janner31 and by Peterson and Quay.32 

The treatment we have given has a number of 
points of similarity with the derivation of the 
Boltzmann equation via a master equation as out-
li d 30 ' ne by Kac and discussed further by Brout.3o 

Indeed, Eq. (83) above is very nearly a master 
:: A. Janner, Helv. Phys. Acta 35, 47 (1962) . 

. R. L. Peterson and P. M. Quay, J. Math. Phys. (to be 
publIshed). 
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equation, suitably modified for the problem at hand. 
However, the following point should be noted. A 
master equation can be written only for finite V, 
since for an infinite system (of nonvanishing density), 
Q becomes a meaningless infinite sum of vanishing 
operators: each of the terms Q,;/V in the sum (72) 
goes to zero, while the number of terms in the sum 
becomes infinite. If V is held finite then, as already 
noted, the limit E ~ 0 cannot be taken, and with 
nonvanishing E, one has an "incomplete" master 
equation involving scattering cross sections "off the 
energy shell." Nevertheless, as we have seen, the 
proof of the factorization theorem still goes through 
with such an incomplete master equation. (It is 

JOURNAL OF MATHEMATICAL PHYSICS 

of course clear that the application of the usual 
master equation is legitimate for processes which 
do not vary significantly over times of the order 
of the time taken by a collision and for which 
Poincare recurrences can be ignored.) 
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The Fredhollll integral equation with a Green's function type of kernel has been transformed by 
Drukarev into an equivalent Volterra equation. It is now proven that the Neumann series solution 
of the Volterra equation yields the determinantal solution of the Fredholm equation. Thus, a Born 
approximation technique suffices to obtain the full Fredholm solution. 

I. INTRODUCTION 

I N the Green's function formulation, scattering 
problems lead to a Fredholm integral equation 

for the partial wave. The Born approximation con­
sists in solving the Fredholm equation by means 
of a Neumann series (power series in the strength 
parameter A). This perturbation expansion has a 
limited radius of convergence, determined by the 
lowest eigenvalue Al of the homogeneous equation. 
On the other hand, Fredholm theory gives a solution 
convergent for all regular A in terms of the ratio 
of two power series in A. The terms in the Fredholm 
expansion are integrals of determinants; the kernel 
appears as the element of the determinant. The 
zeros of the denominator determine the eigenvalues. 
This last fact has been used to ascertain the radius 
of convergence of the Born approximation,I.2 but 
direct evaluation of the determinantal solution has 
usually been shunned because of presumed computa­
tional difficulty. 

* Work supported by the National Science Foundation. 
1 R. Jost and A. Pais, Phys. Rev. 82, 840 (1951). 
2 Walter Kohn, Rev. Mod. Phys. 26, 292 (1954). 

Drukarev3 has transformed the Fredholm equation 
for the wavefunction into a Volterra equation for 
an auxilliary function. The wavefunction is expressed 
as the auxilliary function divided by an integral 
over the auxilliary function. The Neumann series 
solution of the Volterra equation converges for all A. 
An expression for the wavefunction is then obtained 
as the ratio of two power series in A.4 

The present paper proves that, after a rearrange­
ment to split off the free term from the Drukarev 
solution, the ratio of power series obtained from 
the Neumann series solution of the Volterra equation 
coincides with the determinantal solution of the 
Fredholm equation. Thus, the computational tech­
nique normally applied to the evaluation of the 
Born approximation (with limited radius of con­
vergence) suffices, with the Drukarev transforma­
tion, to calculate the Fredholm determinantal 
solution (valid for all regular A). 

3 G. F. Drukarev, Zhur. Eksp. i Teoret. Fiz. 25, 139 
(1953). 

• G. F. Drukarev, Vestn. Leningr. Univ. Ser. Fiz. i Khim. 
22, 65 (1958). 
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II. DETERMINANTAL SOLUTION 

The Fredholm equation 

The expression 

N = 1 + X { y(s) V(s)",(s) ds (11) 

",(x) - X f K(x, s)",(s) ds = f(x) 

has a solution in the form 

(1) is a constant. If it is factored out of the unknown 
function, 

rp(x) = Nu(x), (12) 

",(x) = f(x) + X f rex, S; X)f(s) ds, 

where the resolvent 

(2) Eq. (10) reduces to the Volterra equation3 

u(x) = f(x) - X f [f(x)y(s) 

rex, s; X) = D(x, s; X)/ D(X) (3) - y(x)f(s)] V(s)u(s) ds. (13) 

can be expressed for all regular X (i.e., for any X 
which is not an eigenvalue of the homogeneous 
equation) as a ratio of power series in X: 

'" 
D(x,s;X) = E(-lt(n!)-IB,.(x,s)X\ (4) 

»=0 

ro 

D(X) = E(-I)"(n!fI c"X", (5) 
n=O 

where 

The value of N is obtained upon substitution 
of Eq. (12) into Eq. (11): 

N = [1 - X { y(s) V(s)u(s) as JI . (14) 

The Volterra equation can be solved in terms of 
a Neumann series 

., 
u(x) = E XflU(fI)(X) (15) 

fi":"O 

Bo(x, s) = K(x, s), Co = 1, 
(6) that converges for all X. Explicitly, 

and the higher-order coefficients are integrals of 
determinants connected by the recursion relations 

CUI = {B,,(s, s) ds, (7) 

B,,(x, s) = c,.K(x, s) - n f K(x, t)B"-I(t, s) dt. (8) 

The resolvent can be written as a ratio of power 
series in X provided that the kernel K(x, s) and the 
free term f(x) are both square integrable. The 
recursion relations are proven under the somewhat 
more restrictive condition that J~ IK(x, sW ds and 
the corresponding x integral are bounded.5 

III. DRUKAREV TRANSFORMATION 

If the kernel is of the Green's function type, 

K(x,~) = V(s)f(r<)y(r» , (9) 

where r < and r> denotes the smaller and larger, 
respectively, of x and s, and f is the same function 
as appears in the free term, the Fredholm equation 
can be rewritten as 

",(x) = f(X{ 1 + X { y(s) V(s)rp(s) dsJ 

- X f [f(x)y(s) - g(x)f(s)]V(s)rp(s) ds. (10) 
---

5 S. G. Mikhlin, Integral Equations (Pergamon Press, Inc., 
New York, 1957). 

u(O)(x) = f(x), (16) 

U(,,+l)(X) = - {' [f(x)y(s) 

- g(x)f(s)]V(s)u(")(s) ds. (17) 

When Eq. (15) is combined with Eqs. (12) and 
(14), ",(x) is expressed as the ratio of two power 
series in X W • 

IV. PROOF OF EQUIVALENCE 

The first step in the comparison is to recast 
Eq. (12), with the Neumann series substituted for 
u(x), into the form of Eq. (2): 

'" 
",(x) = N E X"u(n)(x) = f(x) 

ndO 

+ N[ N-I(N - l)f(x) + t X"u(n) (x) 1 
From Eq. (14), 

N-1(N - 1) = X { y(s) V(s)u(stds 

= A ~ A" { g(s)V(S)U(ll)(S) dt!. 

Combining like powers of X, 

\O(x) = f(x) + AN ~ A{f(X) { y(s)V(s) 

X u(n)(s) ds + u(n+l)(x) J. 

(18) 

(19) 

(20) 
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However, Eq. (17) can be rewritten as 

UCn+I)(X) = r K(x, s)u(1))(s) as 
." 

so that finally, 

tp(x) = f(x) 

- t(x) { g(s) V(s)u("\s) ds, 

t '."lb K(x, s)u(1))(s) as 
+ A .. -0 G 

The proof, then, proceeds by induction: Assume 
that Eqs. (23) and (24) hold for some n. According 
to Eq. (8), 

(21) (_1)"+1 [en + 1) WI [ ds f(s)B,,+I(X, s) 

= (-1)"+1[(n + 1) Ir1c,,+l r as f(s)K(x, s) ... 
+ (-1)"(n!)-1 [ as f(s) [ dt K(x, t)B,,(t, s). (26) 

(22) 
According to Eq. (21), 1 - ~ An+l { g(s) V(s)u(n)(s) ds 

The equivalence of the two expansions will be {as K(x, S)U(,,+I)(S) 
demonstrated if it is proven that the corresponding 
terms in Eqs. (2) and (22) are identical, i.e., 

(-l)"(n If I { B,.(x, s)f(s) ds 

= { K(x, s)u(n)(s) as, (23) 

and 

(_1)"+I[(n + 1) !fl
C"+1 

== - { g(s) V(S)U(n>(S) as. (24) 

For n = 0, Eq. (23) follows immediately on sub­
stitution of Eqs. (6) and (16), while Eqs. (6), (7), 
and (16) yield 

C1 = { K(s, s) as = { V(s)f(s)g(s) ds 

= - f ds f(s)K(x, s) f dt g(t)V(t)u(">(t) 

+ f as K(x, s) f dt K(s, t)U{fI)(t). (27) 

The first terms on the right of Eqs. (26) and (27) 
are equal because of Eq. (24). The second terms 
on the right are integrals over the kernel of the 
two sides of Eq. (23) (apart from an interchange 
of order of integration). Thus, the left sides are 
equal, proving Eq. (23) for n + 1 and hence for 
all n. Consider now Eqs. (26) and (27) for an 
arbitrary n. Since Eq. (23) holds for all n, the left 
sides of the equations are equal, as are the second 
terms on the right. Then the first terms on the right 
must be equal, proving Eq. (24) for all n. 
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N OBORU N AKANISHI* t 
Department of Physics, University of Illinois, Urbana, Illinois 

(Received 2 July 1963) 

It is shown by a concrete example that the scattering amplitude may have an external-mass sin­
gularity, which does not correspond to a threshold for any energy variable. If the external mass 
exceeds the external-mass singularity, the scattering amplitude (even for the forward scattering) is 
no longer a boundary value of an analytic function of energy variables in the usual sense. This would 
mean a deadlock of the S-matrix theory based on the analyticity. In the Appendix an example of a 
threshold in the non-Euclidean case is given. 

RECENTLY, the S-matrix theory based on the 
analyticity! has been recognized as a powerful 

approach to the theory of strong interactions. In 
such an approach it is naturally assumed2 that the 
transition amplitude can be analytically continued 
as a function of energy variables,3 and that its 
physical sheet is unambiguously defined at least 
for the two-particle scattering process. It is known' 
that the Green's function is always a boundary value 
of an analytic function of all independent squares 
of external momenta and their sums, but the same 
property does not necessarily hold for the transition 
amplitude because the external masses are now 
fixed on the mass shells. The purpose of the present 
note is to give a perturbation-theoretical example 
in which even the elastic scattering amplitude indeed 
has no physical sheet in the usual sense. 

Consider a Feynman graph G having N internal 
lines and n independent circuits. For simplicity we 
assume that all particles are scalar and all couplings 
are direct. Then the transition amplitude correspond­
ing to G is proportional to 

f dx! .,. f dx'( 0(1 - ~ Xi) 

X [U\v - iIY- 2nr\ (1) 

where U is a nonnegative function of x., V being a 
linear function of energy variables and external 

* On leave of absence from the Institute for Advanced 
Study, Princeton, New Jersey. Present address: Brookhaven 
National Laboratory, Upton, Long Island, New York. 

t This work was supported by the National Science 
Foundation. 

1 See, for example, G. F. Chew, S-Matrix Theory of 
Strong Interactions (W. A. Benjamin Company, Inc., New 
York, 1961). This work contains further references. 

• H. P. Stapp, Phys. Rev. 125, 2139 (1962); Rev. Mod. 
Phys. 34, 390 (1962). 

3 "Momentum transfer" can be considered as an energy 
variable according to the substitution law. 

4 D. Hall and A. S. Wightman, Kg!. Danske Videnskab. 
Selskab, Mat-Fys. Medd. 31, No.5 (1957); H. Araki, Progr. 
Theoret. Phys. (Kyoto) Supp!. 18,83 (1961). 

masses. Let us consider the two-particle scattering. 
Then V is given by6 

N 

V = L: xim~ - tAM! - tBM; - teM! 

with 

M! + M: + M! + M~ = 8 + t + u. (3) 

Here mi is an internal mass, M a, M b, Me, and Mil 
the four external masses, 8, t, and u the invariant 
energy variables. The parametric functions tare 
nonnegative. 

The prescription of finding the singularities of 
(1) is well known. 6 The leading singularity may be 
given by the solution of the simultaneous equations 

av/aXi = 0, (i = 1,2, ... ,N). 

If this point is a minimum of V,7 i.e., 

a2 v 
~ ax. ax. ~Xi ~Xj ~ 0, 
.,t • 1 

(4) 

(5) 

then it is a threshold. As for the other singularities, 
some of Feynman parameters are put equal to 
zero, and the problem is reduced to finding the 
leading singularity of the corresponding reduced 
graph. 

The above prescription is quite adequate if not 
only the energy variables but also the external 
masses are considered on the equal footing. But in 
the S-matrix theory, the latter are fixed, and the 
scattering amplitude is considered as a boundary 

Ii N. Nakanishi, Progr. Theoret. Phys. (Kyoto) 26, 337 
(1961). See also Y. Nambu, Nuovo Cimento 6, 1064 (1957); 
K. Symanzik, Progr. Theoret. Phys. (Kyoto) 20, 690 (1958). 

• N. Nakanishi, Progr. Theoret. Phys. (Kyoto) 22, 128 
(1959); L. D. Landau, Nucl. Phys. 13, 181 (1959); J. D. 
Bjorken, (unpublished, Stanford University, 1959). 

7 N. Nakanishi, Progr. Theoret. Phys. (Kyoto) Suppl. 
18, 1 (1961), Part II; J. Tarski, J. Math. Phys. I, 149 (1960), 
Appendix A. 
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b 

A 

FIG. 1. Simplest sym­
metric graph. 

value of an analytic function of the former only. 
This means that the infinitesimal imaginary part 
(-if) in (1) must be included in 8 or t as its imaginary 
part [for definiteness, we eliminate u by using (3)]. 
Then the sign of the coefficient ~ == tAB - tAD 
(or tAO - tAD) of 8 (or t) has an important meaning, 
because it determines from which side the boundary 
value should be taken. Thus the Feynman integral 
(1) should be divided at ~ = O. In this sense, a 
surface 

(6) 

in the Feynman parametric space plays a special 
role, that is to say, (6) is a sort of end point of 
the Feynman parametric integral. If the denominator 
function V has a minimal zero point on the surface 
(6) for certain values of external masses, it will 
correspond to a new type of singularity. We shall 
call it "external-mass singularity". 

If tAD == 0, (6) gives tAB = tAO = O. According 
to the explicit expression of tAB, 8 tAB = 0 means 
that all Xi on a path connecting one of external 
lines A and B with one of C and D must vanish. 
Likewise, t AC = 0 yields a result that either A 
or C is connected with either B or D by a path 
of Xi = O. Therefore, the reduced graph becomes 
a self-energy graph of an external particle. Thus 
the external-mass singularity in this case is nothing 
but the mass value, above which the external 
particle decays spontaneously. This is a normal 
threshold for an external mass, and it is avoided 
in the S-matrix theory by requiring the stability 
condition. 

8 According to the expression given in Sec. 2 of N. Nakani­
shi, Progr. Theoret. Phys. (Kyoto) 26, 337 (1961), we easily 
see that l" AB( ~O) vanishes if and only if H n S is not empty 
for any intermediate state S of the s channel, where H denotes 
the totality of the lines of Xi = O. If H contains no path 
which connects A or B with C or D, when every line of H is 
shrunk to a point, the reduced graph must contain at least 
one intermediate state of the s channel. It is of course an 
intermediate state S in the original graph, and thus H n S is 
empty. 

When tAD 0} 0, a different situation will happen, 
namely, an external-mass singularity may appear 
even under the stability conditions. To see this, 
we consider the simplest example shown in Fig. 1. 
The parametric functions are given by 

with 

tA = X l X 2X4(Xa + X6 + X8)/U, 

tB = Xl X3XS(X2 + X 4 + X8)/U, 

to = X 2XaXa(X l + X4 + x~)/U, 
tD = X4X 6Xa(Xl + X 2 + X3)/U, 

U = Xl X2X3 + Xl X 2X5 + XlX2X6 + XlX3X~ 
+ X l X3X 6 + XlX4XS + X lX.X6 + XlXSX6 

+ X 2X3X4 + X 2X3X S + X2X4XS + X 2X.X6 

+ X2XSX6 + XaX4Xs + X3X.X6 + X 3X5X6• 

Hence (6) is satisfied when 

Then by putting 

Xo == Xl X2Xa/Y, 
the V function is reduced to 

Xo V = XOXI m; + xOx2m~ + xOx3m~ + x l x 2m! 

(7) 

(8) 

(9) 

(10) 

+ XlXam~ + x2x3m~ - (XoXlx2M! + XOXlX3M: 

+ XOX2x 3M! + XlX2XaM;)(xo + Xl + X 2 + X3)-I. 

(11) 
For simplicity, we consider the case 

M. = Mb = Me = Md == M, 
(12) 

Then it is easy to see that (11) has the minimal 
zero point at 

M2 = 2(m~ + m! + m~), (13) 
with 

(14) 

The external mass given by (13) satisfies the stability 
condition if mt, mt m! satisfy the trianglar in­
equalities. Thus (13) may be called an anomalous 
threshold for external masses. 

Now, if M2 becomes larger than (13), the scattering 
amplitude (1) always has the imaginary part regard­
less of the values of 8 and t and the signs of their 
coefficients. More explicitly, the scattering amplitude 
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as a function of an energy variable s is then rep­
resented as 

f"" ds' I PI(S', t). - fa> ds' I P2(S', t) . (15) 
_'" s - s - ~E _a> S - S + u 

if we operate 2:. ojam; in order to avoid the 
ultraviolet divergence. The spectral functions PI(S, t) 
and P2(S, t) are easily shown to be positive-definite9 

(therefore nonvanishing) for any real values of 8 

and t. Thus the double cut covers all physical 
regions. In other words, the scattering amplitude 
no longer has a physical sheet as an analytic function 
of energy variables as far as M2 is fixed to a value 
larger than (13). Hence, in this case, no dispersion 
relation in the ordinary sense holds even for the 
forward scattering, as was previously noticed by 
the present author.lo 

With the present experimental knowledge it seems 
that any particle which is stable against strong 
interactions does not lie on the branch cut of the 
external-mass singularity. Particle-number con­
servation laws usually prevent its appearing. But 
if a pseudoscalar strangeness-zero meson which is 
heavier than 340 MeV is found, then the S-matrix 
theory based on the analyticityl will meet a fatal 
difficulty. Conversely, requirement of the absence 
of external-mass singularities gives some restriction 
for masses of stable particles. It might be an in­
teresting problem to check, without using perturba­
tion theory, whether or not the dispersion relation 
for the above-mentioned particle contradicts the 
unitarity requirement. 
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APPENDIX 

It may be interesting to see the relation between 
our external-mass singularity and the usual leading 
singularity of Fig. 1. Eqs. (9) and (14) read 

Xl = X 2 = Xa = X4 = X5 = Xl!' (AI) 

We can easily solve Eq. (4) by inserting (AI) and 
(13) to get 

S = 8(m; + mi - mi), t = 8(m~ + m! - m;), (A2) 

u = 8(mi + m; - m~). 

Eqs. (13) and (A2) give the intersection of the above 
two singularity surfaces. The matrix (02V /OX/OXi) 

is easily computed and we find that its eigenvalues 
are 

!(m; + m; + mi) ± [mi + m~ + m! 

(A3) 

apart from a positive numerical factor. The appear­
ance of zero is a consequence of general theory. II 
On account of (5) and (A3), the critical point given 
by (13) and (A2) becomes a threshold if and only 
if mI , m2, m3 satisfy the triangular inequalities. 

It may be noteworthy that external momenta can 
be Euclideanl2 at this point if and only if m;, m~, m; 
satisfy the triangular inequalities. Thus we get an 
example of a threshold in the non-Euclidean case 
if (ml + m2)2 > m; > mi + m~. 

11 N. Nakanishi, Progr. Theoret. Phys. (Kyoto) BuppI. 
18, 1 (1961) Part II. 

12 Here "Euclidean" means that the square of any linear 
combination of effective external momenta (in the reduced 
graph) is not negative. (In this sense a normal threshold 
belongs to the Euclidean case because the effective external 
momenta is timelike.) It was questioned in reference 11 
whether or not thresholds can appear in the non-Euclidean 
case. Within the author's knowledge, no explicit example of 
a threshold in the non-Euclidean case has been given so far. 
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